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possibilités et défis, me poussant à approfondir mes connaissances afin de contribuer à améliorer l'efficacité 

et la précision des IDS tout en réduisant les faux positifs. 
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enrichisse les réflexions actuelles autour des systèmes de détection d'intrusion et ouvre la voie à de 

nouvelles perspectives dans le domaine. C’est avec un réel enthousiasme que je partage ce travail, dans 

l’espoir qu’il suscite l’intérêt des chercheurs et stimule de futures initiatives en matière d’innovation et de 

cybersécurité. 



RÉSUMÉ 
 

Les systèmes de détection d'intrusion (IDS) sont essentiels pour protéger les infrastructures 

informatiques contre les cyberattaques. Toutefois, les IDS doivent relever plusieurs enjeux majeurs, 

notamment l’amélioration du taux de détection et la réduction du taux de fausses alarmes. Dans cette 

étude, nous proposons une analyse comparative de trois algorithmes d'apprentissage automatique, à savoir 

les forêts aléatoires (RF), XGBoost et les réseaux de neurones profonds (DNN), dans le but d'améliorer les 

performances des IDS.  

La méthodologie mise en œuvre comprend la normalisation des données, la sélection des 

caractéristiques, l’équilibrage des classes à l’aide de la Synthetic Minority Oversampling Technique 

(SMOTE), ainsi que l’optimisation des hyperparamètres avec Optuna. Les expérimentations ont été 

menées sur le jeu de données NSL-KDD, en utilisant les bibliothèques Scikit-learn sous python pour 

l'implémentation. L’évaluation des modèles a été réalisée par validation croisée, suivie d’une comparaison 

avec les approches existantes rapportées dans la littérature. Les métriques retenues incluent l’exactitude, 

la précision, le rappel et le score F1. 

Les résultats obtenus montrent que le RF atteint une exactitude de 99,80%, surpassant XGBoost 

(99.79%) et DNN (98,65 %). Par rapport aux travaux existants, notre étude apporte une contribution 

expérimentale en comparant trois algorithmes sous les mêmes conditions méthodologiques afin 

d’identifier celui offrant la meilleure précision.  

 

Mots clés : Cybersécurité, IDS, apprentissage automatique, SMOTE, RF, XGBoost, DNN, 

Classification. 

 

 

 

 

 

 

 

 

 

 



ABSTRACT 
 

Intrusion Detection Systems (IDS) are essential for protecting IT infrastructures against 

cyberattacks. However, IDS face several major challenges, including improving the detection rate and 

reducing the false alarm rate. In this study, we present a comparative analysis of three machine learning 

algorithms, namely Random Forest (RF), Extreme Gradient Boosting (XGBoost), and Deep Neural 

Networks (DNN), with the aim of improving IDS performance.  

The implemented methodology includes data normalization, feature selection, class balancing 

using the Synthetic Minority Oversampling Technique (SMOTE), as well as hyperparameter optimization 

with Optuna. Experiments were conducted on the NSL-KDD dataset, using the Scikit-learn libraries in 

Python for implementation. Model evaluation was performed by cross-validation, followed by a 

comparison with existing approaches reported in the literature. The chosen metrics include accuracy, 

precision, recall, and F1-score.  

The results show that Random Forest achieves an accuracy of 99.80%, surpassing XGBoost 

(99.79%) and DNN (98.65%). Compared to existing studies, this work provides an experimental 

contribution by comparing the three algorithms under the same methodological conditions to identify the 

one offering the highest accuracy. 

 

Keywords: Cybersecurity, IDS, machine learning, SMOTE, RF, XGBoost, DNN, Classification.
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INTRODUCTION GÉNÉRALE 
 

1. CONTEXTE   

 

L'évolution rapide des technologies de l'information au cours des dernières décennies a engendré une 

prolifération de menaces informatiques de plus en plus sophistiquées, souvent subtiles et ciblées, 

entraînant des pertes économiques considérables et compromettant la sécurité des organisations [1]. Face 

à ces enjeux, les techniques d’apprentissage automatique se sont imposées comme une solution 

prometteuse pour renforcer la détection des intrusions. Dans ce contexte, il devient impératif de 

développer des IDS performants pour protéger les réseaux informatiques. Les IDS ont pour objectif de 

détecter des activités malveillantes susceptibles de porter atteinte à l’intégrité, la confidentialité et la 

disponibilité des ressources réseau [1]. La détection d'intrusion peut être classée en deux grandes 

catégories : la détection basée sur les signatures et la détection basée sur les anomalies. La première 

approche repose sur la reconnaissance de schémas ou de comportements correspondant à des attaques 

préalablement identifiées, tandis que la seconde identifie les activités irrégulières en repérant les écarts dans 

le trafic réseau normal. Bien que la détection d'anomalies présente l'avantage d'identifier des   attaques, qui 

sont des actions malveillantes menées dans le but de pertuber, d’accéder, ou de détruire   les informations 

transitant par un réseau informatique, elle est néanmoins fréquemment associée à un taux élevé de faux 

positifs, ce qui constitue une limitation notable de cette approche [2]. 

En parallèle, le déséquilibre des classes constitue un défi majeur dans la classification des données,, un 

phénomène particulièrement prononcé dans les IDS, où certaines classes, telles que les attaques, qui 

désignent des actions visant à exploiter une vulnérabilité pour compromettre la sécurité d'un système 

informatique, perturber son fonctionnement ou accéder illégalement à ses ressources, sont largement sous-

représentées par rapport aux classes majoritaires, telles que les comportements normaux [3]. Dans un 

contexte similaire, ce déséquilibre se retrouve également dans les données des systèmes de détection de 

fraudes [4] ou dans les données de diagnostics médicaux [5]. Ce phénomène a été souligné par Narasimha 

Raju et al. [6] dans le cadre de la reconnaissance des émotions faciales et vocales, où ils ont démontré que 

le déséquilibre des données entraîne un biais des modèles en faveur des classes majoritaires, réduisant 

ainsi leur capacité à identifier correctement les émotions sous-représentées. Ce biais affecte la précision 

du modèle en augmentant le risque de faux négatifs, c'est-à-dire en ne détectant pas certaines émotions 

lorsqu'elles sont présentes. 

En effet, cette disparité dans les données compromet la performance des modèles d’apprentissage 

automatique (ML) en altérant leur aptitude à généraliser correctement. Elle entraîne une augmentation du 



taux de faux négatifs (cas où une attaque réelle n'est pas détectée), limitant ainsi l’identification des 

instances minoritaires, et de faux positifs (cas où une activité légitime est incorrectement signalée comme 

une attaque), générant une surcharge d’alertes inutiles qui nuit à l’efficacité des prédictions. Il devient donc 

crucial de traiter ce problème afin d’améliorer les performances des modèles ML. 

Pour remédier à cette problématique, diverses techniques de rééquilibrage des données peuvent être 

envisagées. Ces techniques visent à atténuer l'impact de la nature déséquilibrée des données en ajustant la 

distribution des classes afin de permettre aux modèles de mieux apprendre les instances minoritaires [6]. 

Parmi les techniques de rééquilibrage des données, la technique SMOTE se distingue comme une solution 

largement utilisée pour rééquilibrer les classes et améliorer la détection des attaques. Certaines études 

[7],[8] ont montré que l’application de SMOTE a permis d’améliorer la capacité des modèles à mieux 

identifier les classes sous-représentées en générant de nouveaux échantillons synthétiques à partir des 

instances minoritaires existantes. 

Leur approche permet d’équilibrer des classes sans dupliquer les données, ce qui réduit les biais 

d’apprentissage et résout ainsi les problèmes de surapprentissage. Dans le contexte des IDS, cela se traduit 

par une meilleure représentation des attaques dans l’ensemble des données, réduisant ainsi le risque que 

le modèle privilégie la classe majoritaire et néglige les intrusions. 

En complément de cette technique de rééquilibrage, un réglage adéquat des valeurs des hyperparamètres 

permet de maximiser la précision des modèles, comme la profondeur des arbres ou le nombre 

d'échantillons, tout en réduisant le risque de surajustement lié à la complexité de la structure du modèle. 

Des cadres comme Optuna se distinguent par leur efficacité, car ils utilisent des algorithmes comme 

l'optimisation bayésienne pour explorer de manière plus ciblée l’espace des hyperparamètres. 

Contrairement aux méthodes de recherche aléatoire ou par grille, qui examinent l’espace de manière 

exhaustive ou aléatoire, Optuna ajuste sa recherche en fonction des résultats précédents, ce qui permet de 

réduire le temps de calcul et d’améliorer les choix des valeurs des hyperparamètres [9]. 

 

 

2. PROBLEMATIQUE 

 

Les IDS basés sur les modèles de ML ont fait l’objet de nombreuses études visant à améliorer leur 

efficacité dans la détection des cybermenaces. Cependant, malgré les progrès réalisés, certains défis 

demeurent et continuent d'affecter leurs performances. 

Parmi ces défis, le déséquilibre des données demeure l'un des principaux obstacles. La majorité des 

approches existantes obtiennent des performances élevées en termes de précision, comme l’approche 

basée sur XGBoost [10] avec une précision de 99,60 % et celle utilisant Random Forest [11] avec une 



précision de 99,50 %. Cependant, ces résultats peuvent être biaisés en raison de l'absence d'un équilibre 

adéquat des données dans leur méthodologie, ce qui peut influencer la capacité réelle des modèles à 

détecter efficacement les intrusions, en particulier les classes minoritaires. De plus, certaines méthodes de 

sélection de caractéristiques, comme l’élimination basée sur la variance ou la corrélation, utilisées dans 

l’approche basée sur Random Forest, peuvent entraîner l’exclusion de variables importantes, ce qui peut 

affecter les performances du modèle. Il est donc essentiel d’adopter des méthodes de sélection de 

caractéristiques appropriées afin de ne pas compromettre ces performances. 

En outre, l’ajustement des hyperparamètres des modèles représente un autre défi important. Par 

exemple, l’utilisation de DNN [12] sur le jeu de données NSL-KDD avec une sélection de caractéristiques 

basée sur la méthode RFE a permis d’atteindre une précision de 94 %, mais l'absence d'optimisation a 

limité les performances du modèle. Ainsi, il est évident qu'optimiser ces paramètres est essentiel pour 

améliorer l’efficacité des modèles.  

Par ailleurs, une étude récente a exploré des combinaisons d’algorithmes, notamment SVM, Random 

Forest et XGBoost, associées à des techniques de rééquilibrage des données telles que SMOTE et RUS 

[7]. Cette approche a permis d’atteindre une précision de 99,62 % dans la détection des attaques DoS. 

Cependant, la portée de cette étude demeure restreinte, car elle se concentre uniquement sur un type 

d’attaque, limitant ainsi sa généralisation à d’autres formes d'intrusions telles que les attaques de type 

DOS, Probe, U2R et R2L, ce qui peut reduire leur taux de détection global et augmenter le nombre de 

faux négatifs. 

 

 

3. OBJECTIF 

 

L’objectif principal de cette étude est de concevoir des modèles de détection d’intrusion basés sur trois 

algorithmes d'apprentissage automatique : RF, XGBoost et DNN, appliqués à l’ensemble de données NSL-

KDD, capables de maintenir une haute précision tout en réduisant les taux de faux positifs et de faux 

négatifs. Le choix de ces algorithmes repose sur leur efficacité démontrée dans des travaux antérieurs 

[7],10]. 

Afin d’atteindre cet objectif, plusieurs objectifs spécifiques sont définis : 

L’étude vise dans un premier temps, à améliorer la précision globale des modèles de détection 

d’intrusion, tout en réduisant les risques de surapprentissage ainsi que les taux de faux positifs et de faux 

négatifs, afin de renforcer la fiabilité des résultats obtenus. 

Ensuite, il s’agira de comparer les performances des trois algorithmes d’apprentissage automatique 



(RF, XGBoost et DNN) afin d’évaluer leurs capacités respectives dans la détection des intrusions. 

Enfin, l’objectif est d’identifier l’algorithme qui présente le meilleur compromis entre précision, et 

capacité de généralisation, de manière à proposer un modèle plus performant. 

Dans ce cas, la question principale qui guide cette recherche est la suivante : Comment concevoir 

des modèles de détection d’intrusion précis et capable de gérer le déséquilibre des classes tout en 

généralisant efficacement à différents types d’attaques ? 

 

 

4. METHODOLOGIE 

 

L’approche proposée dans cette étude pour la détection d’intrusion repose sur six étapes 

fondamentales. Le processus commence par la sélection du jeu de données NSL-KDD, suivie du 

prétraitement, qui englobe la gestion des variables catégorielles, la sélection des caractéristiques 

pertinentes et la normalisation des données.  

Ensuite, une validation croisée stratifiée est appliquée afin de garantir une division équilibrée des 

données en plis pour l’entraînement et le test. L’équilibrage des classes au niveau des données 

d’apprentissage est assuré par SMOTE. Cette méthode a été choisie suite à des expériences ablatives 

réalisées dans cette étude, montrant qu’elle améliorait le taux de rappel et réduisant les faux négatifs, ce 

qui justifie son adoption comme méthode principale. La phase suivante concerne la classification, où les 

modèles sont entraînés et testés. Pour l’optimisation des hyperparamètres, Optuna a été utilisé, car les 

expériences ablatives comparatives ont confirmé que cette approche améliorait la précision globale des 

modèles par rapport à GridSearchCV, justifiant ainsi son choix pour cette étude.  

Enfin, la dernière étape consiste en une évaluation des performances, permettant de mesurer l’efficacité 

des modèles à l’aide de plusieurs indicateurs de performance. 

 

4.1 Description du jeu de données NSL-KDD : 

Dans la littérature actuelle, le jeu de données NSL-KDD [13,14] est l’un des plus utilisés pour 

l’évaluation des IDS, notamment dans le cadre d’études expérimentales impliquant diverses techniques 

ML. C’est pourquoi nous avons opté pour ce jeu de données afin de mener nos propres évaluations. Il s’agit 

d’une version améliorée du jeu de données KDD Cup 99 [15], dans laquelle les enregistrements redondants 

ont été éliminés. 

Le jeu de données NSL-KDD est constitué de données simulées représentant des connexions de 

réseaux informatiques. Il comprend un total de 25 192 instances, réparties sur 42 caractéristiques. Parmi 

ces caractéristiques figurent le type de protocole, la durée de la connexion, le type de service réseau et le 



nombre de connexions échouées, dont trois sont de nature qualitative. En plus, une variable cible est 

présente pour indiquer si une connexion est considérée comme normale ou anormale. Les attaques sont 

classifiées en quatre catégories : DoS, Probe, R2L et U2R, et sont regroupées sous une unique classe 

intitulée anormal. 

 

4.2 L’approche proposée pour le système de détection d'intrusion réseau 

Dans cette étude, nous avons suivi une méthodologie visant à améliorer la détection des intrusions 

réseau par le biais de techniques ML. L'approche a débuté par l’exploitation et le prétraitement des 

données, comprenant notamment la vérification des anomalies telles que les valeurs manquantes, les 

doublons et les valeurs aberrantes. 

Les variables catégorielles ont ensuite été encodées à l'aide de LabelEncoder, et La réduction de la 

dimensionnalité a été réalisée via RFE, une méthode qui permet de sélectionner les variables les plus 

informatives, réduisant ainsi le risque de surajustement en éliminant les caractéristiques redondantes ou 

peu pertinentes [16].  

La mise à l'échelle des caractéristiques a été effectuée avec RobustScaler afin d'assurer une 

uniformité des données tout en minimisant l'impact des valeurs aberrantes [17].  

La validation croisée k-fold, dans sa version stratifiée, a été appliquée pour diviser les données en 

ensembles d'entraînement et de test, assurant ainsi une évaluation fiable et représentative des performances 

du modèle tout en préservant la distribution des classes dans chaque pli [18]. 

En raison de la nature déséquilibrée des données, la technique SMOTE a été utilisée sur les données 

d'entraînement, permettant de traiter les déséquilibres de classe et d'améliorer ainsi la capacité du modèle 

à identifier précisément les attaques [8],[19]. 

L'étape de classification a intégré trois algorithmes distincts : RF, XGBoost et DNN. Ces modèles 

ont été optimisés à l'aide du cadre Optuna [9], afin de déterminer la combinaison optimale de paramètres 

pour chaque modèle, garantissant ainsi des performances maximales dans le cadre de la détection des 

intrusions. 

Les modèles ont été évalués à l’aide de plusieurs métriques de performance, incluant l’exactitude, 

la précision, le rappel, le score F1. Pour visualiser et synthétiser ces métriques, des outils d’évaluation tels 

que la matrice de confusion et le rapport de classification ont également été utilisés. Des analyses 

graphiques supplémentaires, notamment les courbes d’apprentissage et les courbes ROC, ont également 

été réalisées pour évaluer la robustesse et la performance des modèles. Toutes ces mesures ont été 

moyennées sur les différents plis de validation croisée, permettant ainsi d’obtenir une évaluation globale 

et fiable de l’efficacité des modèles. 



L’approche méthodologique suivie pour la conception des classificateurs RF, XGBoost et DNN 

dans le cadre du système de détection d’intrusions réseau est représentée dans la Figure 1. 

 

 

 

Figure 1Méthodologie proposée pour un système de détection 

 

 

 

5. CONTRIBUTION 

 

Dans cette étude, nous apportons des contributions visant à améliorer la conception et les performances 

des IDS. Nous démontrons que le réglage optimal des hyperparamètres via Optuna, appliqué aux modèles 

IDS sur l'ensemble de données NSL-KDD, améliore considérablement la précision de détection par 

rapport aux études précédentes, établissant notre approche comme une référence pour des modèles à haute 

précision. 

Nous avons développé un cadre expérimental comparatif permettant d’évaluer trois algorithmes 



d’apprentissage automatique RF, XGBoost et DNN dans des conditions expérimentales identiques. Ce 

cadre isole les effets du rééquilibrage des classes avec SMOTE et de l’optimisation des hyperparamètres, 

garantissant que les gains observés proviennent directement de ces techniques, ce qui constitue une 

contribution originale par rapport aux travaux existants. 

Nos expériences montrent que même sur un ensemble de données relativement équilibré comme NSL-

KDD, SMOTE améliore légèrement la détection des classes minoritaires, réduisant les faux négatifs et 

renforçant la fiabilité globale des modèles. 

Notre comparaison détaillée des trois algorithmes, prenant en compte à la fois les performances de 

classification et les coûts de calcul, fournit une base expérimentale pratique pour la sélection des techniques 

IDS. 

Enfin, ce travail a donné lieu à la rédaction de deux articles, dont un article de recherche publié et un 

autre article de synthèse finalisé. 

 

6. ORGANISATION 

Ce mémoire est présenté sous forme d'articles et est structuré en deux chapitres, encadrés par une 

introduction générale et une conclusion générale. L’introduction générale situe le contexte de la 

cybersécurité et la place des systèmes de détection d’intrusion (IDS) comme mécanismes essentiels pour 

renforcer la protection des réseaux. Elle met en évidence les limites des approches traditionnelles et justifie 

l’intérêt de recourir à des techniques d’apprentissage automatique. Elle définit également la problématique 

centrale de ce mémoire, à savoir l’amélioration de la précision et de l’efficacité des IDS, tout en formulant 

les objectifs de recherche. 

Tandis que la conclusion générale résume les résultats obtenus en démontrant que les techniques 

proposées améliorent la performance des IDS, avec Random Forest atteignant la précision et l’AUC les 

plus élevées par rapport à XGBoost et DNN. Elle souligne aussi les limites liées à l’utilisation exclusive 

du jeu de données NSL-KDD. Enfin, elle ouvre des perspectives de recherche, notamment 

l’expérimentation sur des données réelles ou récentes, la prise en compte des attaques adversariales, et 

l’exploration d’approches hybrides pour mieux détecter les menaces émergentes. 

Le premier chapitre présente une revue de littérature sur les techniques d'apprentissage automatique 

appliquées aux IDS. Il explore diverses techniques, telles que les réseaux de neurones récurrents (RNN), 

les réseaux de neurones convolutifs (CNN), les autoencodeurs, les ensembles d classificateurs, visant à 

améliorer la détection des activités malveillantes et la sécurité des réseaux. L'article met en lumière 

l'efficacité des IDS basés sur l'apprentissage automatique pour identifier des attaques complexes, en 

comparaison avec les approches traditionnelles. L'objectif principal de ce chapitre est d'offrir une vue 



d'ensemble des approches récentes, afin de renforcer la pertinence de notre sujet de recherche et de justifier 

les choix des méthodes employées dans notre étude. Statut de l'article : finalisé. 

Le deuxième chapitre présente le deuxième article, qui est l’article de recherche, publié dans le journal 

Machine Learning with Applications (Hamidou, S. T., & Mehdi, A. (2025). Enhancing IDS performance 

through a comparative analysis of Random Forest, XGBoost, and Deep Neural Networks. Machine 

Learning with Applications, 100738) [22]. 

Ce chapitre analyse les enjeux des systèmes de détection d’intrusion (IDS), en particulier la nécessité 

de maintenir un taux de détection élevé malgré le déséquilibre des données. Trois algorithmes Random 

Forest, XGBoost et DNN ont été comparés sur le jeu de données NSL-KDD, avec des techniques 

d’optimisation et de généralisation telles que RFE, SMOTE, Optuna et la validation croisée. Statut de 

l’article : Publié 



CHAPITRE 1 
 

ARTICLE 1 : UNE ENQUETE APPROFONDIE SUR LES SYSTEMES DE DETECTION 

D’INTRUSION RESEAU BASES SUR L’APPRENTISSAGE AUTOMATIQUE. 

 

 

1.1 RESUME EN FRANÇAIS DU PREMIER ARTICLE 

 

La détection d'intrusion joue un rôle crucial dans la protection des organisations en facilitant 

l'identification, l'analyse et la réponse rapide aux menaces informatiques, contribuant ainsi à la protection 

des systèmes critiques, des données sensibles et de la continuité opérationnelle. 

Cet article propose une revue systématique des approches basées sur l’apprentissage automatique 

appliquées aux IDS, en analysant un large éventail d’études pour identifier les tendances dominantes et 

les avancées dans le domaine. L’étude met en évidence l’efficacité de techniques telles que les RNN, 

CNN, autoencodeurs et ensembles de classificateurs pour améliorer la précision et la robustesse des IDS. 

Notre contribution dans ce chapitre consiste à synthétiser ces travaux pour fournir une vue 

d’ensemble claire des méthodes les plus performantes en matière de détection d’intrusion, constituant 

ainsi une base solide pour le développement et l’évaluation des modèles proposés dans ce mémoire. 

 

Mots-clés : Cybersécurité, Cyberattaques, Systèmes de détection d'intrusion (IDS), Apprentissage 

automatique. 
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 1.2 A COMPREHENSIVE SURVEY ON MACHINE LEARNING-BASED NETWORK 

INTRUSION DETECTION SYSTEMS 



 



 

 



 



 

 





 

 





 

 



 

 



CHAPITRE 2 
 

ARTICLE 2 : AMELIORATION DES PERFORMANCES DES SYSTEMES DE 

DETECTION D'INTRUSION (IDS) GRACE A UNE ANALYSE COMPARATIVE DES 

FORETS ALEATOIRES, XGBOOST ET DES RESEAUX NEURONAUX PROFONDS 

 

2.1 RESUME EN FRANÇAIS DU DEUXIEME ARTICLE  

 

Les IDS font face à des défis majeurs en matière de sécurité des réseaux, notamment la nécessité 

de combiner un taux de détection élevé avec une performance fiable. Cette fiabilité est souvent affectée 

par des déséquilibres de classes et une optimisation insuffisante des hyperparamètres. 

Cet article aborde la question de l'amélioration du taux de détection des IDS en évaluant et 

comparant trois algorithmes d'apprentissage automatique : RF, XGBoost et DNN, en utilisant le jeu de 

données NSL-KDD. 

Dans notre méthodologie, nous intégrons SMOTE (Synthetic Minority Oversampling Technique) 

pour traiter la nature déséquilibrée des données, garantissant ainsi une représentation plus équilibrée des 

différentes classes. Cette approche aide à optimiser les performances du modèle, à réduire les biais et à 

renforcer la robustesse. De plus, l'optimisation des hyperparamètres est réalisée à l'aide d'Optuna, 

garantissant que chaque algorithme fonctionne à son niveau optimal.  

Les résultats montrent que notre modèle, utilisant l'algorithme Random Forest, atteint une 

précision de 99,80 %, surpassant les performances de XGBoost et DNN. Cela fait de notre approche un 

véritable atout pour les méthodes de détection d'intrusion dans les réseaux informatiques. 

Ainsi, notre contribution principale réside dans la conception d’un cadre d’évaluation combinant 

SMOTE et Optuna, permettant d’améliorer la précision, et la généralisation des modèles de détection 

d’intrusion. 

 

Mots-clés : Cybersécurité, Système de détection d'intrusion (IDS), Apprentissage automatique, 

Apprentissage profond, NSL-KDD, SMOTE. 



2.2 ENHANCING IDS PERFORMANCE THROUGH A COMPARATIVE ANALYSIS OF 

RANDOM FOREST, XGBOOST, AND DEEP NEURAL NETWORKS 

 

 

 



 



 





 





 





 





 



 
 



CONCLUSION GÉNÉRALE 
 

7. SYNTHESE DES RESULTATS 

La mise en œuvre d’un modèle IDS efficace demeure un défi dans le domaine de la cybersécurité. 

L'objectif de cette étude était de développer des modèles d'apprentissage automatique pour la détection 

d’intrusion, à savoir RF, XGBoost et les réseaux de neurones profonds (DNN) et d’évaluer la performance 

de ces modèles dans le contexte du jeu de données NSL-KDD. 

Les résultats obtenus dans cette étude montrent l'efficacité de la méthodologie adoptée et les techniques 

choisies pour la détection d'intrusions en tenant compte du déséquilibre des données. RF a présenté une 

précision de 99,80 % et une AUC de 0,9988, surpassant XGBoost (99,79 %, AUC de 0,9985) et DNN 

(98,66 %, AUC de 0,9872). Cela met en évidence la capacité de RF à distinguer efficacement, 

comparativement aux autres, les connexions normales des intrusions. 

En comparaison avec les travaux connexes, les approches telles que celles basées sur XGBoost [10] et 

RF [11], ont obtenu des précisions respectivement autour de 99,60 % et 99,50 %, tandis que DNN [12] 

atteint une précision de 94 %. Il est également à noter que d'autres modèles, comme le SVM et les 

machines à apprentissage extrême (ELM) [20], ont obtenu une précision de 99,67 %, tandis que les 

autoencodeurs [14] ont enregistré une précision de 90,61 %. Par ailleurs, certains modèles tels que le réseau 

de neurones à mémoire à long terme combiné à XGBoost (LSTM-XGBoost) et le réseau de neurones 

récurrent à portes combiné à XGBoost (GRU-XGBoost) [21], bien qu'efficaces, n'ont pas dépassé les 90 % 

de précision.  

Ainsi, ce mémoire met en évidence la contribution essentielle de l’apprentissage automatique à 

l’amélioration des IDS, offrant un compromis efficace entre précision, robustesse et temps d’exécution, et 

ouvre la voie à des approches plus adaptatives et robustes, capables de répondre efficacement aux défis de 

la cybersécurité moderne. 

 

8. LIMITES ET PERSPECTIVES 

 

Les expérimentations réalisées dans le cadre de ce projet de recherche ont porté spécifiquement sur le 

jeu de données NSL-KDD, ce qui restreint son applicabilité à d’autres données et dans des contextes réels. 

Tester ces modèles sur des données réelles et variées permettrait d’offrir une vision plus précise de leur 

performance dans des situations réelles. Par ailleurs, bien que les modèles d'apprentissage automatique 

aient montré de bonnes performances, ils restent vulnérables aux attaques adversariales qui peuvent 

compromettre la fiabilité du système. L’intégration d’exemples adversariaux dans l’apprentissage 



constituerait une piste pour renforcer leur robustesse face à ces manipulations malveillantes. 

L’étude n’a pas non plus abordé la complexité algorithmique et le temps d’exécution des modèles. Pour 

garantir une détection en temps réel efficace, il est crucial que les modèles soient non seulement précis, 

mais aussi rapides et économes en ressources. Enfin, l’adaptation aux attaques inconnues demeure un défi. 

Une approche hybride combinant apprentissage supervisé et non supervisé, notamment via des techniques 

de clustering avant la classification, pourrait améliorer la détection des menaces émergentes.
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