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RÉSUMÉ 

L’objectif de cette recherche est d’explorer la détection et l’intégration des états 

affectifs des personnes lors des interactions avec des assistants virtuels. Le développement 

d’assistants virtuels empathiques, capables de comprendre et de répondre aux émotions des 

utilisateurs, présente un potentiel significatif pour améliorer leur expérience et leur 

satisfaction. Cette recherche se concentre sur l’étape fondamentale de la détection des 

émotions à partir des entrées textuelles, en s’appuyant sur des techniques avancées 

d’apprentissage automatique et des grands modèles de langage (GML ou LLM pour 

l’abréviation en anglais) pour obtenir une reconnaissance précise des émotions. 

Dans cette recherche, nous nous sommes concentrés sur le jeu de données de 

International Survey on Emotion Antecedents and Reactions (ISEAR), qui inclut des données 

textuelles représentant sept émotions distinctes : la joie, la colère, la tristesse, la honte, la 

culpabilité, le dégoût et la peur. Le jeu de données ISEAR est une collection exhaustive 

d’expressions textuelles de ces émotions, fournissant une ressource riche pour l’entraînement 

et l’évaluation des modèles de détection des émotions. Ce jeu de données capture une large 

gamme d’états émotionnels, ce qui en fait un choix idéal pour le développement et le test des 

capacités des assistants virtuels empathiques. En utilisant ce jeu de données, nous avons visé 

à s’assurer que nos modèles puissent détecter et classer avec précision ces sept émotions clés 

à partir des entrées textuelles, formant ainsi la base des interactions empathiques avec les 

assistants virtuels. 

L’hypothèse de travail de cette recherche est que les GML avancés, en particulier ceux 

affinés avec des techniques appropriées, peuvent améliorer significativement la précision de 

la détection des émotions à partir des textes comparés aux modèles d’apprentissage 

automatique classiques. 
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Les résultats de la recherche indiquent que les GML avancés, en particulier le modèle 

Mistral 7B, affiné, surpassent les modèles d’apprentissage automatique classiques dans la 

tâche de détection des émotions à partir des textes. Le modèle Mistral 7B, affiné en utilisant 

des techniques d’ajustement fin (en anglais : fine tuning) efficace des paramètres (AFEP), a 

atteint une précision de 76 %, ce qui est nettement supérieur à la performance d’autres 

modèles comme Falcon 7B et des algorithmes classiques tels que le MNB et le SVM. Ces 

résultats valident l’hypothèse de cette recherche, démontrant la capacité supérieure des GML 

avancés à capturer et à reconnaître des états émotionnels nuancés à partir des entrées 

textuelles. 

Cette recherche démontre avec succès le potentiel de l’utilisation des GML avancés 

pour la détection des émotions dans le développement d’assistants virtuels empathiques. Les 

résultats montrent que le modèle Mistral 7B affiné améliore de manière significative la 

précision de la détection des émotions, fournissant une base solide pour créer des assistants 

virtuels capables de comprendre et de répondre aux états émotionnels des utilisateurs. 

Mots-clés : assistant virtuel empathique, détection des émotions, analyse textuelle, 

grand modèle de langage, traitement automatique des langues.  

 

 

 

 

  



 

 

ABSTRACT 

The aim of this research is to explore the detection and integration of people's affective 

states during interactions with virtual assistants. The development of empathetic virtual 

assistants, which can understand and respond to users' emotions, holds significant potential 

for enhancing user experience and satisfaction. This research focuses on the foundational 

step of detecting emotions from text inputs, leveraging advanced machine learning 

techniques and large language models (LLMs) to achieve accurate emotion recognition. 

In this research, we focused on the International Survey on Emotion Antecedents and 

Reactions (ISEAR) dataset, which includes textual data representing seven distinct emotions: 

joy, anger, sadness, shame, guilt, disgust, and fear. The ISEAR dataset is a comprehensive 

collection of textual expressions of these emotions, providing a rich resource for training and 

evaluating emotion detection models. The dataset captures a wide range of emotional states 

and scenarios, making it an ideal choice for developing and testing the capabilities of 

empathetic virtual assistants. By utilizing this dataset, we aimed to ensure that our models 

could accurately detect and classify these seven key emotions from text inputs, forming the 

foundation for empathetic interactions in virtual assistants. 

The working hypothesis of this research is that advanced LLMs, particularly those fine-

tuned with appropriate techniques, can significantly improve the accuracy of emotion 

detection from text compared to classical machine learning models. 

The research findings indicate that advanced LLMs, particularly the fine-tuned Mistral 

7B model, outperform classical machine learning models in the task of emotion detection 

from text. The Mistral 7B model, fine-tuned using PEFT techniques, achieved an accuracy 

of 76%, notably higher than the performance of other models such as Falcon 7B and classical 
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algorithms like MNB and SVM. These findings confirm our initial hypothesis that advanced 

LLMs excel at identifying and interpreting subtle emotional nuances in textual data. 

This research successfully demonstrates the potential of using advanced LLMs for 

emotion detection in developing empathetic virtual assistants. The findings show that the 

fine-tuned Mistral 7B model significantly improves emotion detection accuracy, providing a 

robust foundation for creating virtual assistants that can understand and respond to users' 

emotional states. 

 

Keywords: Empathetic Virtual Assistant, Emotion Detection, Text Analysis, Large 

Language Models, Natural Language Processing.  
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 INTRODUCTION GÉNÉRALE 

CONTEXTE 

Les assistants virtuels (AV) sont de plus en plus demandés dans le paysage numérique 

en constante évolution. Leurs applications sont vastes, soutenant les utilisateurs dans leur 

productivité personnelle, le service client et d’autres domaines. Bien que les AV soient 

désormais capables d’exécuter des tâches et de fournir des informations, ils manquent encore 

un élément essentiel dans leurs interactions : le lien émotionnel. Cette lacune limite leur 

efficacité dans des scénarios où l’intelligence émotionnelle, l’empathie et la compréhension 

sont essentielles. 

L’empathie joue un rôle crucial dans les interactions humaines, facilitant une 

communication plus efficace, renforçant la confiance et augmentant la satisfaction de 

l’utilisateur. Des études ont montré que les échanges empathiques enrichissent l’expérience 

client et stimulent l’engagement ainsi que la fidélité [1]. Dans le domaine de la santé, par 

exemple, il a été prouvé qu’une communication empreinte de compassion accroît la 

satisfaction et améliore les résultats des patients [2]. De même, la recherche de Wei et al [3] 

met en évidence que des réponses empathiques dans le service client peuvent apaiser les 

tensions et contribuer à une expérience client plus positive. Ces résultats mettent en lumière 

l’importance de l’intégration de l’empathie aux AV, en particulier pour les fonctions 

orientées vers l’utilisateur qui nécessitent une compréhension et une prise en compte des 

besoins émotionnels. 
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PROBLÉMATIQUE 

Malgré leurs capacités avancées, les AV manquent de connexion émotionnelle, 

essentielle pour des interactions plus efficaces avec l’utilisateur dans des situations 

émotionnellement nuancées. L’absence d’empathie dans les AV limite leur capacité à 

répondre aux états émotionnels des utilisateurs, affectant ainsi la qualité et la satisfaction de 

l’expérience utilisateur. Étant donné ses nombreux avantages dans les interactions humaines, 

l’intégration de l’empathie dans les AV semble être la prochaine étape logique. Un AV 

empathique pourrait reconnaître et répondre de manière appropriée aux états émotionnels des 

utilisateurs, offrant ainsi un niveau de soutien et de compréhension au-delà de la simple 

assistance fonctionnelle. De telles capacités pourraient transformer les interactions avec 

l’utilisateur, les rendant plus humaines et satisfaisantes. Par exemple, un AV empathique 

dans une application de santé mentale pourrait fournir du réconfort et de l’apaisement, ce qui 

pourrait encourager les utilisateurs à partager leurs préoccupations plus ouvertement. De 

plus, en comprenant et en répondant aux frustrations des utilisateurs, un AV pourrait 

améliorer l’expérience du service client, conduisant à une plus grande satisfaction et un 

meilleur engagement. 

En outre, l’intégration de l’empathie dans les AV représente une étape transformatrice 

dans l’interaction humain-technologie. À mesure que les AV développent la capacité de 

reconnaître et de répondre aux émotions humaines, ils peuvent fournir un soutien plus 

personnalisé et significatif, favorisant un sentiment de connexion plus fort. Cette innovation 

a le potentiel de rendre les AV plus humains, d’offrir une meilleure assistance et de garder 

les utilisateurs plus engagés, redéfinissant ainsi nos interactions avec la technologie dans un 

large éventail d’applications. 

OBJECTIFS 

L’objectif général de cette recherche est d’explorer et de mieux comprendre les 

mécanismes de reconnaissance des émotions à partir de textes en s’appuyant sur les avancées 

en traitement automatique des langues (TAL). 
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Plus spécifiquement, cette étude poursuit deux objectifs : 

 

Le premier objectif est de fournir un aperçu complet des techniques de TAL, en se 

concentrant sur celles appliquées à la reconnaissance des émotions à partir du texte. Cette 

étude aborde l’évolution du TAL, examine ses techniques et méthodologies de base, et 

explore leurs applications dans l’identification des émotions dans les données textuelles. Elle 

approfondit également diverses méthodes de reconnaissance des émotions, allant des 

algorithmes classiques d’apprentissage automatique aux approches avancées d’apprentissage 

profond, dans le but de cartographier le paysage du TAL dans la reconnaissance des 

émotions. 

Le deuxième objectif s’appuie sur cette base en évaluant l’efficacité des grands 

modèles de langage (GML) par rapport aux techniques classiques d’apprentissage 

automatique pour la reconnaissance des émotions dans le texte. Cette étude examine les 

forces et les faiblesses des différents algorithmes d’apprentissage automatique dans ce 

domaine et examine la performance comparative des GML par rapport aux méthodes 

traditionnelles. En outre, elle explore comment l’ordre dans lequel les catégories 

émotionnelles sont présentées à un GML peut influencer sa précision de reconnaissance, 

fournissant ainsi un aperçu des pratiques optimales pour les tâches de reconnaissance des 

émotions. 

MÉTHODOLOGIE 

Cette étude a exploré deux approches majeures pour la classification des émotions à 

partir des textes : les techniques classiques d’apprentissage automatique (AA) et les GML. 

La méthodologie suivie, illustrée dans la Figure 1, commence par une revue de la littérature 

permettant de définir les bases théoriques nécessaires pour aborder cette problématique. À la 

suite de cette étape, un travail de sélection des données a été effectué afin d’assurer une 

représentation adéquate des différentes émotions. 
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Dans l’approche classique d’apprentissage automatique, plusieurs modèles ont été 

sélectionnés pour évaluer leur performance sur cette tâche. Parmi ces modèles, nous 

retrouvons des algorithmes bien établis tels que les modèles bayésiens, les SVM, les arbres 

de décision, les forêts aléatoires, le Gradient Boosting et les réseaux de neurones. L’efficacité 

de ces modèles dépend largement des représentations des textes, c’est pourquoi différentes 

techniques d’extraction de caractéristiques ont été appliquées, notamment l’approche Bag-

of-Words, la pondération TF-IDF et des représentations vectorielles plus avancées basées sur 

des modèles pré-entraînés comme BERT [4] et FastText [5]. Afin de garantir la meilleure 

configuration pour chaque modèle, une optimisation des hyperparamètres a été réalisée à 

l’aide de la recherche par grille [6]. Une fois les hyperparamètres déterminés, les modèles 

ont été entraînés puis évalués pour mesurer leurs performances dans la classification des 

émotions.  

Parallèlement à cette approche, les GML tels que Falcon 7B [7] et Mistral 7B [8] ont 

été évalués. Deux stratégies complémentaires ont été adoptées dans cette partie du travail. La 

première repose sur l’apprentissage en une seule fois (one-shot learning), où un exemple 

représentatif est fourni au modèle pour chaque émotion afin qu’il classifie un texte donné en 

se basant sur ces exemples. Cette approche exploite directement les capacités des modèles 

pré-entraînés sans nécessiter d’adaptation supplémentaire. La seconde stratégie consiste à 

affiner le modèle Mistral 7B en utilisant la méthode QLoRA [9], une technique d’adaptation 

efficace permettant d’ajuster partiellement les paramètres d'un modèle pré-entraîné. Ce 

processus d’affinage a nécessité une phase d’entraînement spécifique suivie d’une évaluation 

des performances sur les données sélectionnées. 

Enfin, une comparaison systématique des résultats obtenus avec les deux approches a 

été réalisée afin d’évaluer leurs performances respectives. Des indicateurs d’évaluation 

standard, tels que l’exactitude, la précision et le rappel, ont permis de déterminer l’efficacité 

de chaque méthode pour la classification des émotions.  
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Figure 1. Méthodologie de classification des émotions : approches classiques et Grands 

Modèles de Langage 

  

CONTRIBUTIONS 

Dans cette recherche, nous nous sommes concentrés sur la détection des émotions à 

partir du texte et avons exploré à la fois les méthodes classiques de AA et les GML pour la 

reconnaissance des émotions à partir du texte. Nous avons présenté nos résultats lors  de la 

19e conférence internationale sur les réseaux et communications du futur (FNC 2024),en 
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comparant différentes approches afin d’identifier les techniques les plus efficaces pour la 

reconnaissance des émotions dans les AV.. En comparant ces approches, nous avons cherché 

à identifier les techniques les plus efficaces pour intégrer des capacités de reconnaissance des 

émotions dans les AV. Cette exploration est essentielle pour développer des AV capables 

d’interpréter et de répondre avec précision aux nuances émotionnelles des interactions avec 

l’utilisateur, améliorant ainsi l’expérience utilisateur globale.  

ORGANISATION DU MÉMOIRE 

Ce mémoire est basé sur deux articles scientifiques : 

Le premier est finalisé et s’intitule « Literature review on Natural Language Processing 

and Emotion Recognition from Text ». Il offre une exploration de l’évolution des techniques 

de TAL et leur application dans la reconnaissance des émotions à partir de données textuelles. 

Cette étude discute des défis, des méthodologies impliquées, et met en lumière les techniques 

de pointe et leurs applications dans divers domaines. Ce premier article constitue le 

fondement du chapitre 1. 

Le second, intitulé « Classical Machine Learning and Large Models for Text-Based 

Emotion Recognition » [10], a été publié et présenté lors de la 19e conférence internationale 

sur les réseaux et communications futurs (FNC), tenue du 5 au 7 août 2024, à l’Université 

Marshall, à Huntington, en Virginie-Occidentale, aux États-Unis. Il analyse et compare 

l’utilisation de techniques classiques d’apprentissage automatique, comme les SVM, avec 

des GML avancés tels que BERT, Falcon 7B et Mistral 7B, pour la reconnaissance des 

émotions dans les textes. Ce travail montre que le modèle Mistral 7B atteint une précision 

maximale de 76 %, contre 64 % pour SVM. Ce second article forme le socle du chapitre 2. 

La conclusion générale résume les principales de l’étude, revisitant ses objectifs 

principaux et les connaissances acquises grâce à la détection des émotions à partir du texte. 

Enfin, le chapitre présente des pistes de recherches futures et des applications possibles dans 

le domaine des assistants virtuels empathiques.    
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 LITERATURE REVIEW ON NATURAL LANGUAGE PROCESSING 

AND EMOTION RECOGNITION FROM TEXT 

RÉSUMÉ 

C’est le premier article, et il est à présent  finalisé. Le traitement automatique des 

langues (TAL) est un sous-domaine essentiel de l’intelligence artificielle qui vise à permettre 

l’interaction homme-machine par le biais du langage naturel. Cet article fournit une revue 

détaillé de l’évolution du TAL, des techniques de base et de son rôle dans la reconnaissance 

des émotions à partir de texte. Nous explorons les principales techniques du TAL telles que 

la tokenisation, l’étiquetage des parties du discours et la reconnaissance des entités nommées, 

ainsi que des méthodes avancées comme l’analyse syntaxique et sémantique. L’article se 

penche également sur les méthodes de représentation de texte, allant des modèles 

traditionnels comme Bag-of-Words (BoW) et Term Frequency-Inverse Document Frequency 

(TF-IDF) aux intégrations modernes comme Word2Vec, GloVe et BERT. Une attention 

particulière est accordée aux défis et aux méthodologies de la reconnaissance des émotions, 

notamment l’utilisation d’approches d’apprentissage automatique et d’apprentissage 

profond. En examinant différents ensembles de données et mesures d’évaluation, cet article 

met en évidence les techniques de pointe qui façonnent l’avenir de la reconnaissance des 

émotions à partir de textes, en mettant l’accent sur ses applications dans divers domaines tels 

que l’analyse des sentiments, la surveillance de la santé mentale et le service client. 

Mots-clés : Traitement Automatique des Langues (TAL), Analyse de texte, Analyse 

des sentiments, Reconnaissance des émotions.
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 CLASSICAL MACHINE LEARNING AND LARGE MODELS 

FOR TEXT-BASED EMOTION RECOGNITION 

RÉSUMÉ 

Il s’agit du deuxième article, actuellement publié. Cet article [10] traite de l’application 

des techniques d’apprentissage automatique et des grands modèles de langage (GML) pour 

la détection des émotions dans les textes. Il compare plusieurs méthodes d’extraction de 

caractéristiques et examine comment ces approches influencent les performances des 

modèles. Le modèle Mistral 7B, en particulier, s’est révélé plus efficace que le modèle Falcon 

7B, surtout lorsqu’il est affiné pour les tâches spécifiques d’analyse des émotions. Les 

résultats montrent le potentiel des GML avancés dans le domaine du traitement automatique 

des langues (TAL), notamment pour l’analyse des sentiments et la reconnaissance des 

émotions. L’article suggère que les recherches futures devraient se concentrer sur des 

techniques d’apprentissage en plusieurs exemples (multi-shot learning) et sur l’impact du 

choix des sous-ensembles de données pour l’ajustement, afin d’améliorer la scalabilité et 

l’adaptabilité des modèles à divers ensembles de données et scénarios. 

 

Mots-clés : TAL, reconnaissance des émotions, apprentissage automatique, grand 

modèle de langage, GML, apprentissage ponctuel, réglage fin.
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 CONCLUSION GÉNÉRALE 

Le développement d’assistants virtuels empathiques est un domaine d’intérêt croissant, 

axé sur la compréhension et l’intégration des états affectifs des utilisateurs dans les 

interactions avec les assistants virtuels. Dans ce travail, nous avons exploré la détection et 

l’intégration des états émotionnels des personnes lors de conversations avec des assistants 

virtuels, en mettant particulièrement l’accent sur la détection des émotions à travers le texte, 

considérée comme une étape fondamentale. 

OBJECTIFS ATTEINTS 

Tout au long de ce projet, plusieurs objectifs clés ont été identifiés et atteints avec 

succès. Ces réalisations fournissent une base solide pour le développement d’assistants 

virtuels empathiques capables de comprendre et de répondre aux états émotionnels des 

utilisateurs.L’objectif principal de ce projet était de développer un système capable de 

détecter les émotions à partir d’entrées textuelles. En exploitant diverses techniques 

d’apprentissage automatique et des GML comme Mistral 7B, nous avons réalisé des progrès 

significatifs dans l’identification précise des émotions telles que la joie, la peur, la colère, la 

tristesse, le dégoût, la honte et la culpabilité à partir des entrées textuelles des utilisateurs. Le 

réglage fin du modèle Mistral 7B, notamment grâce à la technique QLoRA, a permis 

d’obtenir une précision notable de 76 %, surpassant ainsi d'autres modèles comme Falcon 

7B.Un autre objectif clé était d'évaluer les performances des algorithmes d’apprentissage 

automatique classiques (ex. : MNB, SVM) par rapport aux GML avancés dans le contexte de 

la reconnaissance des émotions. Nos résultats ont mis en évidence les performances 

supérieures des GML affinés, en particulier dans les applications pratiques du traitement du 

langage naturel pour l'analyse des sentiments. 
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PERSPECTIVES ET TRAVAUX FUTURS 

Les résultats de ce travail fournissent une base pour de futures avancées dans le 

domaine des AV empathiques. Les travaux futurs devraient explorer diverses pistes pour 

améliorer les capacités et la robustesse du système. 

L’étude de l’impact de techniques d’apprentissage alternatives, telles que 

l’apprentissage multi-coups (en anglais : multishot learning), pourrait offrir des informations 

plus approfondies sur les performances des modèles et leurs capacités de généralisation. 

Comprendre comment différentes séquences d’apprentissage en contexte affectent la 

perception et la précision sera crucial pour développer des systèmes de détection des 

émotions plus sophistiqués. 

L’élargissement du processus de réglage fin à des ensembles de données et à des 

scénarios plus variés améliorera l’évolutivité et l’adaptabilité du système. En explorant la 

sélection de différents sous-ensembles de données pour le réglage fin, le modèle peut 

atteindre de meilleures performances dans diverses applications, le rendant plus polyvalent 

et efficace dans des environnements réels. 

L’augmentation du nombre d’itérations d’entraînement peut optimiser davantage les 

performances du modèle, ce qui conduit à de meilleurs résultats dans la détection des 

émotions. Cette approche permettrait d’affiner la capacité du modèle à capturer et à répondre 

plus efficacement à des états émotionnels nuancés, améliorant ainsi les réponses empathiques 

des AV. 

La détection des émotions par le texte combiné à des entrées multimodales telles que 

la voix ou les expressions faciales pourrait aussi permettre une compréhension plus complète 

de l’état affectif de l’utilisateur. Avec une approche plus complète, les assistants virtuels 

peuvent réagir avec plus d’empathie, ce qui se traduit par des interactions plus intuitives et 

naturelles. 
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Le domaine des GML connaît des avancées rapides et de nouveaux modèles émergent 

régulièrement, souvent même sur une base hebdomadaire [11]. Ces développements 

transforment le paysage du traitement du langage naturel et de la reconnaissance des 

émotions à partir du texte. Étant donné la rapidité de ce progrès, il est essentiel  que les 

recherches futures dans ce domaine intègrent et évaluent ces GML émergents. En analysant 

leurs performances sur des corpus spécialisés en reconnaissance des émotions, les chercheurs 

pourront identifier les modèles les plus adaptés à l’extraction des signaux émotionnels et 

comparer leur capacité à reconnaître des émotions subtiles ou complexes. 
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