
  



 



 

 

 

 

 

 

DIAGNOSIS OF WIND TURBINE BLADE DEFECTS AND 

ICING USING HYPERSPECTRAL IMAGING 

 

 

A Thesis presented 

in partial fulfillment of the requirements of the Doctoral Program in Engineering from UQAC, 

offered by extension at UQAR, 

for the degree of philosophiæ doctor 

 

 

 

BY 

© PATRICK RIZK 

 

JANUARY 2022 

  



 

 

 

 

 

 

DIAGNOSTIC DES DÉFAUTS ET DU GIVRAGE DES PALES 

D'ÉOLIENNES À L'AIDE DE L'IMAGERIE 

HYPERSPECTRALE 

 

 

Thèse présentée 

dans le cadre du programme de doctorate en ingénierie de l’UQAC, 

offert par extension à l’UQAR, 

en vue de l’obtention du grade de philosophiæ doctor 

 

 

 

PAR 

© PATRICK RIZK 

 

JANUARY 2022 

  



 

 

 

 



 

 

 

 

Composition du jury :  

 

Mehdi Adda, président du jury, UQAR 

Adrian Ilinca, directeur de recherche, UQAR 

Jihan Khoder, codirectrice de recherche, Université Libanaise 

Rafic Younes, codirecteur de recherche, Université Libanaise 

Tiziano Bianchi, examinateur externe, Politecnico di Torino, Italie 

Ihab Makki, Université Libanaise et CEA France 

 

 

 

Initial deposit on January 27th, 2022 Final deposit on May 13th, 2022 

  



 

v 

 

 



 

 

 

 

 

UNIVERSITÉ DU QUÉBEC À RIMOUSKI 

Service de la bibliothèque 

 

 

 

Avertissement 

 

La diffusion de ce mémoire ou de cette thèse se fait dans le respect des droits de son 

auteur, qui a signé le formulaire « Autorisation de reproduire et de diffuser un rapport, un 

mémoire ou une thèse ». En signant ce formulaire, l’auteur concède à l’Université du Québec 

à Rimouski une licence non exclusive d’utilisation et de publication de la totalité ou d’une 

partie importante de son travail de recherche pour des fins pédagogiques et non 

commerciales. Plus précisément, l’auteur autorise l’Université du Québec à Rimouski à 

reproduire, diffuser, prêter, distribuer ou vendre des copies de son travail de recherche à des 

fins non commerciales sur quelque support que ce soit, y compris Internet. Cette licence et 

cette autorisation n’entraînent pas une renonciation de la part de l’auteur à ses droits moraux 

ni à ses droits de propriété intellectuelle. Sauf entente contraire, l’auteur conserve la liberté 

de diffuser et de commercialiser ou non ce travail dont il possède un exemplaire. 

 

  



 

vii 

 

 



 

 

To my dear parents, who have 

dedicated their lives to building mine, 

for their constant support, patience, 

tenderness, and affection in everything 

they have done to help me get to this 

point. 

All words cannot explain my 

gratitude to my mother, who supported 

me throughout my studies and without 

whom I would not have succeeded. May 

she discover my love and affection at 

this moment. 

All words cannot express my 

gratitude and appreciation for the 

dedication and sacrifices of my father. 

He is always available for us, and ready 

to help us, I confirm him my attachment 

and my deep respect. 



 

ix 

In memory of my grandparents, I 

wish you could have been here at this 

moment to share my joy. You have 

always shown me love and affection, 

you are always present in my hopes and 

in my heart. Also, in this moment of joy, 

you have all my thoughts. May your 

souls rest in peace. 

To all the people mentioned and 

to all the readers, I dedicate this modest 

work. 

 

  



 

 

ACKNOWLEDGMENTS 

First and foremost, I am deeply grateful to God for providing me with the good health 

and well-being that enabled me to complete this thesis. 

There are numerous roots to the reflection that led to this thesis. Professor Rafic 

Younes` belief placed in me and the fact that he introduced me to Professor Adrian Ilinca are 

two of the most significant. Both of my supervisors were always open to discussion when I 

encountered a problem or had a query regarding my research or writing. 

Professor Adrian Ilinca, my distinguished supervisor, deserves special thanks for his 

tremendous counsel, unending assistance, and patience throughout my Ph.D. studies. I am 

thankful for all of his time, ideas, and financial support in making my doctorate program 

fruitful and challenging. His excitement and enthusiasm for his study have been contagious, 

and it has inspired me throughout my Ph.D. journey. I am also grateful for the outstanding 

example of a successful professor that he has set for me. 

I would like to convey my heartfelt gratitude to Professor Rafic Younes, my esteemed 

supervisor, for his essential guidance, insightful comments, and ideas, as well as his 

unwavering support and belief in me during my doctoral studies. I am grateful for all the 

suggestions and advice that have helped me along the way to completing my doctorate. Being 

one of his Ph.D. students has been a privilege. He was the one who first introduced me the 

hyperspectral imaging and taught me a lot about it. I am also grateful for the outstanding 

example of a successful dean, researcher, and professor. 

Also, I would like to express my special thanks to Dr. Jihan Khoder for her 

unwavering support, kindness, and availability during my doctoral path. 



 

xi 

For the financial support during my Ph.D. journey, I am grateful to the Lebanese 

University - Azm&Saade association and the Natural Sciences and Engineering Research 

Council – Canada (NSERC). 

Finally, I want to express my heartfelt gratitude to my parents, particularly my darling 

sister, for their unconditional support and continuous encouragement throughout my years of 

study and through the process of research and writing of this thesis. Without them, this 

accomplishment would not have been possible. Thank you very much! 

 

 

 



 

 

PREFACE 

The wind turbine blade is one of the essential wind turbine components. However, 

these blades are subjected to different types of challenges such as continuously changing 

aerodynamic forces, gravitational loads, weather conditions, and lightning strikes. As a 

result, all blades experience cracking, crazing, delamination, holes at the leading and trailing 

edges, and ice build-up on the blades. All these challenges reduce the life of the blades, result 

in a loss of energy production of 30-70%, and some safety issues. Therefore, it is important 

to perform regular blade inspections. Today, to optimize the conditions for stopping and 

restarting wind turbines, it is essential to find an innovative solution that detects and 

quantifies the defect and limits or even prevents the formation of ice on the blades. Several 

detection systems are known (guided wave, ultrasound, taping test, optical fiber, thermal 

imaging), but the detection and localization of these defects remain a significant problem. 

Indeed, the detection is based on global parameters (temperature, humidity, frequency, etc.), 

giving general information on the situation of the defect and does not allow a precise and 

localized quantification. Moreover, these sensors do not detect or forecast ice formation. 

Our interest in diagnosing defects on wind turbine blades comes from our desire to 

expand the technical studies to obtain a better performance of the systems in question. Thus, 

the main objective of the thesis is to identify, compare and analyze the techniques allowing 

to have a reliable, effective, and complete detection of the defects on the blades of wind 

turbines without bringing modifications or significant disturbances to its architecture. Thus, 

this thesis aims to solve this problem via hyperspectral imaging. Frequencies outside the 

visible band will characterize the fault. This will optimize the power produced and the power 

dissipated during the blades' de-icing, whatever icing mitigation system is used.  
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RÉSUMÉ 

À mesure que la demande d'électricité augmente, les réglementations 

environnementales limitent l'utilisation des centrales thermiques et des sources d'énergie 

renouvelable ; en particulier, l'énergie éolienne devient de plus en plus populaire dans le 

monde entier. L'électricité d'origine éolienne n'a cessé d'augmenter au cours des dernières 

décennies et continuera à le faire dans les années à venir. La production d'énergie éolienne 

est une technologie mature, avec plus de 740 GW de capacité installée dans le monde. 

L'exploitation des parcs éoliens pose des défis cruciaux pour maintenir le coût de l'énergie 

au plus bas. C'est pourquoi, dans ce secteur, la disponibilité des éoliennes et la capacité à 

détecter précisément les défauts à l'avance sont devenues très importantes. Les pannes 

inattendues d'un composant d'une éolienne peuvent entraîner des pertes financières 

importantes. Par conséquent, il est essentiel de détecter à l'avance ou de prévoir les pannes 

des éoliennes causées par divers facteurs tels que les défaillances électriques ou mécaniques, 

la dégradation des matériaux, les défauts ou les dommages, etc. Les pales des éoliennes sont 

les composants les plus chers et les plus exposés, et elles subissent une variété de défauts, 

notamment des fissures, l'érosion et le givrage, qui réduisent leurs performances. Par 

conséquent, l'une des tentatives les plus efficaces consiste à utiliser des diagnostics non 

destructifs des pales d'éoliennes pour prévenir les défaillances catastrophiques et les temps 

d'arrêt imprévus. Actuellement, l'optimisation des conditions d'arrêt et de redémarrage des 

éoliennes nécessiterait le développement d'un nouveau système qui identifie et quantifie les 

défauts tout en limitant, voire en éliminant, l'accrétion de glace sur les pales. La majorité des 

études dans le domaine du diagnostic des pales se concentre sur le développement d'un 

système de détection précoce des dommages. Si ces défauts sont découverts à un stade 

précoce, les temps d'arrêt et les coûts de maintenance seraient considérablement réduits. Cette 

thèse examine certaines des techniques non destructives récentes pour l'analyse des pales 

d'éoliennes, ainsi que leur applicabilité, leurs avantages et leurs inconvénients. En effet, la 

détection et la localisation de ces défauts restent un défi sérieux dans la plupart des systèmes 

de détection. Ces techniques sont basées sur des paramètres globaux qui fournissent quelques 

informations générales concernant la situation du défaut dans les pales sans créer une 

quantification localisée du défaut. 

Néanmoins, ces inconvénients peuvent être surmontés par la télédétection. L'imagerie 

hyperspectrale est une technique d'imagerie spectrale qui intègre l'imagerie et la 

spectroscopie, permet l'analyse et l'identification de signatures spectrales distinctives, et les 

attribue aux éléments de l'échantillon examiné. Ainsi, l'objectif principal de cette thèse est 

d'améliorer la surveillance des pales d'éoliennes en appliquant la technologie d'imagerie 

hyperspectrale. Cette thèse décrit la mise en œuvre de l'imagerie hyperspectrale dans 

l'acquisition, le traitement et la reconnaissance des défauts et la détection des fissures, de 
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l'érosion et des événements de givrage. Les résultats de cette technique sur le terrain montrent 

que les défauts des pales peuvent être détectés à un stade précoce avec une grande exactitude 

et précision. 

 

 

Mots clés : Défaillance des pales, Imagerie hyperspectrale, Détection des pannes, 

Fissure, Érosion, Givrage 

 

 

  



 

 

ABSTRACT 

As the demand for electricity increases, environmental regulations limit thermal power 

plants and encourage renewable energy sources. Specifically, wind power is becoming 

increasingly popular across the globe. Wind-generated electricity has been steadily 

increasing over the past few decades and will continue to do so in the coming years. Wind 

energy generation is a mature technology, with over 740 GW of installed capacity worldwide. 

The operation of wind farms poses crucial challenges to sustain the lowest possible cost of 

energy. Therefore, in this sector, the availability of wind turbines and the capability to 

accurately detect defects in advance have become very important. Unexpected breakdowns 

of a wind turbine component might result in significant financial losses. As a result, it is 

essential to detect in advance or predict wind turbine breakdowns caused by various factors 

such as electrical or mechanical failure, material degradation, defects or damage, and others. 

Wind turbine blades are the most expensive and the most exposed components, and they 

endure a variety of faults, including cracks, erosion, and ice built-up, which reduce their 

performance. Therefore, one of the most effective attempts is to use non-destructive 

diagnostics of wind turbine blades to prevent catastrophic failures and unscheduled 

downtime. Currently, optimizing wind turbines’ shutdown and restart conditions would 

necessitate the development of a new system that identifies and quantifies faults while also 

limiting, if not eliminating, ice accretion on the blades. The majority of studies in the area of 

blade diagnostics focus on developing a system for early damage detection. If these flaws are 

discovered at an early stage, downtime and maintenance costs would be significantly 

reduced. This thesis examines some of the recent non-destructive techniques for the analysis 

of wind turbine blades, as well as their applicability, advantages, and disadvantages. Indeed, 

the detection and localization of these defects remain a serious challenge in most detection 

systems that require a large number of defect indications. These techniques are based on 

global parameters that provide some general information concerning the situation of the flaw 

in the blades without creating a localized quantification of the default. 

Nevertheless, these drawbacks can be overcome by remote sensing. Hyperspectral 

imaging is a spectral imaging technique that combines imaging and spectroscopy, allowing 

for the study and identification of different spectral signatures and assigning them to the 

sample elements under examination. Thus, the main objective of this thesis is to improve 

wind turbine blade monitoring through the use of hyperspectral imaging technology. This 

thesis describes hyperspectral imaging's implementation in image acquisition, handling, flaw 

recognition, and detection of cracks, erosion, and icing events. This technique's field output 

results show that blade defects can be detected in their early stages with high accuracy and 

precision. 
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GENERAL INTRODUCTION 

The gradual heating of Earth’s surface, oceans, and atmosphere triggered by human 

activity, mainly the burning of fossil fuels that emit carbon dioxide, methane, and other 

greenhouse gases into the atmosphere, has shifted nations` focus to renewable resources 

rather than non-renewables. Renewable energy, known as "clean energy," is a natural energy 

source that is constantly replenished, such as sunlight and wind. All these natural resources 

are freely accessible, without any security concerns on energy supply [1]. However, non-

renewable energy, generally mentioned as “dirty energy,” is a type of energy that exists in a 

limited amount and needs a long time to replenish, such as coal, gases, and oil [1]. But these 

resources are subjected to fluctuating prices, security issues with energy supplies, and some 

environmental issues. For instance, oil drilling may necessitate strip-mining Canada's boreal 

forest [2], fracking technology can cause earthquakes and water pollution, and coal power 

plants pollute the air [3, 4]. All these constraints pushed up the “clean energy,” replacing the 

“dirty energy,” especially in the power sector, resulting in lower carbon and other types of 

pollution emissions. Thus, in response to climate change, renewable energy is thriving as 

nations develop progressively modern and cost-effective methods of harnessing natural 

power resources, particularly wind [5]. 

For decades, wind energy has been used to power tasks such as thrusting cruising boats, 

milling grain, pumping water, and powering factory machinery [1]. As early as 5,000 BC, 

people used wind energy to thrust boats along the Nile River [6]. Simple wind-powered water 

pumps were used in China by 200 BC, and windmills with woven-reed blades were used in 

Persia and the Middle East to grind grain [7]. Wind energy was eventually used in new ways 

all over the world. Wind pumps and windmills were widely used for food production in the 

Middle East by the 11th century [8]. Merchants and Crusaders brought wind technology to 
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Europe. The Dutch constructed huge windpumps to drain the Rhine River Delta's lakes and 

marshes [6]. 

European immigrants brought wind energy technologies to the Western Hemisphere. 

American colonists utilized windmills to process grain, pump water, and cut wood at 

sawmills [9]. Homesteaders and ranchers erected thousands of windpumps when they 

inhabited the western United States. Small wind-electric generators were also popular in the 

late 1800s and early 1900s. As rural electrification programs in the 1930s extended power 

lines to most farms and ranches across the country, the number of wind pumps and turbines 

decreased. Some ranches, however, continue to use wind pumps to provide water to their 

livestock.  

Small wind turbines are regaining popularity, primarily as a source of electricity in 

remote and rural areas [6]. In plus, several larger wind turbines were built or conceptualized 

in the first half of the twentieth century, which significantly impacted the development of 

today's technology [10]. The Smith–Putnam machine, built at Grandpa's Knob in Vermont 

in the late 1930s, was the most significant early large turbine in the United States [11]. This 

was the largest wind turbine ever built, with a diameter of 53.3 m and a power rating of 1.25 

MW, at the time and for many years afterward [12]. This turbine was also significant because 

it was the first large turbine with two blades. It was a precursor to the two-bladed turbines 

built by the US Department of Energy in the late 1970s and early 1980s in this regard. The 

turbine was also notable because the company that built it, S. Morgan Smith, had extensive 

hydroelectric experience and planned to produce a commercial line of wind turbines. Sadly, 

given the state of wind energy engineering at the time, the Smith–Putnam turbine was too 

huge and too early. In 1945, the blade failed, and the project was abandoned [6].  

During the 1990s, the focus of wind turbine manufacturing definitively shifted to 

Europe, particularly Denmark and Germany, following the demise, that happened in 1996, 

of the largest US manufacturer, Kennetech Windpower. Concerns about global warming and 

nuclear power have led to a tremendous demand for more wind generation in that country, 

as well as in other countries. Some of Europe's major suppliers are establishing 
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manufacturing facilities in countries such as Spain, India, and the United States. The largest 

commercial wind turbines have grown from about 50kW to 2MW over the last 40 years, with 

commercial machines planned for up to 5MW [6].  

According to preliminary wind energy statistics published recently by the World Wind 

Energy Association (WWEA), the world set a record for new wind turbine deployments, 

contributing 93 GW in 2020 [13]. China, the United States, and Russia set new 

implementation records, while most European markets only saw a slight increase. Many 

countries have revealed delays in the past year due to distorted international supply chains 

and a shortage of labor availability, therefore the strong growth appears as a surprise to some 

observers. The global market for new turbines attained a total volume of 93 GW in 2020, 

roughly 50% more than the previous year and more than ever was installed in a single year. 

Currently, the total capacity of all wind farms globally reaches 744 GW, which is enough to 

cover 7% of the world's electricity demand. This impressive growth was achieved although 

the pandemic. While COVID-19 seems to be weakening advancement in some countries, it 

appears to have had no negative impact overall, rather accelerating the transition to wind and 

other renewable energy sources. China was still in a league of its own, constructing 52 GW 

in a year, equivalent to a 56% market share. With this regard, China will now have 289 GW 

of installed wind capacity, accounting for 39% of global capacity. The US market has also 

grown rapidly, with nearly 17 GW added in 2020. With this new record and wind farms 

totaling 122 GW, the United States has unquestionably cemented its position as the world's 

number two. Among the top ten wind power markets, there were few variations. With a 

reliable market volume of 2,5 GW in 2020, for a total of 18 GW, Brazil went up from eighth 

to seventh place, whereas France fell from seventh to eighth place. Without a doubt, the 

newcomer of the year was Russia, which increased its installed wind capacity from 312 MW 

to 1027 MW and rose from 53rd place in the wind power market at the end of 2019 to 37th 

place [13]. 

Despite its growth, the wind turbine market, like other developing sectors, still 

encounters some obstacles and constraints due to environmental and manufacturing factors 
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limiting its potential. Wind turbine blades, one of the most important and costly parts of the 

wind turbine, are expected to last up to 20 years. During this time, they withstand a 

fluctuating wind load distinguished by a combination of lift and drag in normal wind 

conditions. Blades become worn out after a long period. As a result, weariness promotes 

material degradation and results in the formation of cracks on the blade [14]. Some wind 

turbines are placed in areas where severe weather, such as high winds and icing, is common. 

Ice accumulations, cracks, delamination, and erosion, all pose problems for blades. These 

flaws will reduce the annual energy production by lengthening the turbine's downtime for 

wear and tear [15]. Most damage detection research focuses on developing an innovative 

method for detecting damage early on to reduce maintenance time and costs [16]. To decrease 

maintenance costs and extend the life of wind turbines, frequent inspections should be carried 

out [17], particularly on the blades, which account for 20% to 30% of the total cost of a wind 

turbine [18]. Visual testing in wind turbine blades is the mainstay of maintenance tasks.  

Stutzmann et al. [19] analyzed the tests in a numerical simulation of fatigue cracks 

using a conditional probability model. They attempted to reduce uncertainty in estimating 

the useful life of wind turbine structures due to fatigue. However, it is dependent on the 

workers' experience and is subjective. Kim et al. [20] proposed a straightforward and 

necessary non-destructive technique for wind turbine blades. The pan-tilt-zoom camera 

system serves as the foundation for the damage detection system. This system is used to 

identify wind turbine failures. It can detect a 2 cm wide crack from a distance of 200 m. 

Numerous failures of wind turbine blades and the lack of images of these failures make 

failure diagnosis difficult.  

Other methods such as ground-based inspection, internal inspection, ultrasound, 

thermal imaging, vibration analysis, and various ways are used to detect damage and ice, 

which is a type of surface contamination. However, defect detection and location remain 

important issues. Indeed, the detection is based on global factors (humidity, temperature, 

frequency, etc.), giving an overall knowledge of the defect on the blades and does not allow 
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a precise and localized quantification of the fault. Moreover, the sensors used in these 

techniques do not forecast ice formation.  

Only a few researchers, such as Young et al. [21], have discussed the use of 

hyperspectral images for blade damage detection, and their analysis has been limited to 

erosion detection. To that end, this research will fill in the gaps and demonstrate the utility 

of hyperspectral imaging in detecting surface defects and icing events as a multi-target 

technology in the test phase of WTBs during manufacturing as well as in wind farm 

monitoring. Despite the opinion of Young et al. that detailed hyperspectral image information 

may not necessarily needed during field conditions monitoring, but such information will 

present an unsubstantial qualitative and quantitative measurements of the defects under 

study. Additionally, this information can be useful for studying the physical proprities of 

defects and later used as a dataset for various WTB monitoring on field windfarms or during 

manufacturing processes. 

Hyperspectral imaging technology has been proven its accuracy and robustness in 

various application areas, including vegetation and water resource monitoring [22, 23], 

forensic medicine [24, 25], archaeology and art conservation [26, 27], security monitoring, 

and crime scene detection [28, 29], etc. This technology is a type of remote sensing that 

combines spatial and spectral data from a target object or scene.  

Among the available wind turbine blade defect-recognition solutions, hyperspectral 

imaging is a promising technology [21]. By fusing spectroscopy with conventional imaging, 

hyperspectral imaging can create spatial maps that span a wide range of spectral information, 

leading to various applications in blade defect detection. [30].  

The overall objective of this project is to research, study, compare, and analyze the 

different non-destructive inspection techniques of wind turbine blades and present and 

explain the potential of the hyperspectral imaging technique in the remote detection of these 

defects. Hyperspectral imaging is used to detect and quantify blade defects and ice accretion. 

It allows limiting or even preventing the formation of ice on the blade in conjunction with 
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anti-icing and de-icing equipment. It reduces the cost of wind energy without making any 

major modifications or disturbances to the blade architecture. Numerical simulations, 

practical tests, and technical analyses of these defects will be studied using the hyperspectral 

imaging technique, in which each defect will be characterized by frequencies outside the 

visible band, which constitutes the spectral signature of the defect. 

This dissertation is divided into eight major chapters. The first chapter presents an 

overview of wind turbines, the challenges that hinder their availability, statistics showing 

components` failure, and a survey of flaws detection methods used on wind turbine blades. 

In addition, Chapter 2 describes the phenomenon of icing and its effects on wind power 

generation and wind turbine safety, as well as a survey of the icing detection methods. 

Chapter 3 introduces hyperspectral imaging technology. Chapter 4 presents a preliminary 

study showing the experimental setup, and the results found that assure the importance of the 

hyperspectral imaging technique in the inspection of a wind turbine blade. Chapter 5 details 

the experimental setup for hyperspectral imaging use in flaws and icing detection. The results 

of the defects and icing detection are then discussed in the two corresponding Chapters 6 and 

7. Finally, a general conclusion and future work are presented. 

*** 

  



 

 

CHAPTER 1 

WIND TURBINE BLADE FLAWS AND DETECTION METHODS 

1.1 WIND TURBINE COMPONENTS AND TYPES 

Several factors interact to put the atmosphere in action, a phenomenon known as wind. 

This kinetic energy or natural motion exists, and it appears reasonable to find ways to harness 

it. Humans already used the wind's kinetic energy to turn windmills, sailboats, and pump 

water almost thousands of years ago [31]. The fundamental theory is that the wind's kinetic 

energy is the trigger element to turn apparatus. Nowadays, this wind energy constitutes the 

catalyst in energy production in wind turbines [32]. 

In general, wind turbines use the aerodynamic force of rotor blades to convert wind 

energy into electricity. When the wind blows, the air pressure on one side drops. Lift and 

drag are caused by the difference in air pressure on both sides of the blade. The rotor rotates 

because the lift force is greater than the drag force. The rotor is connected to the generator 

either directly, for a direct drive turbine, or via a shaft and a series of gears that speed up the 

rotation and allow for a physically smaller generator. The conversion of aerodynamic force 

to generator rotation results in the generation of energy [33]. As a result, knowing how 

different types of wind turbines look and where they can be used is extremely beneficial. 

1.1.1 Components of wind turbines 

A wind turbine's main component groups are the rotor, the drive train, the yaw system, 

the mainframe, and the tower [34]. The rotor is made up of the blades, the hub, and the 

aerodynamic control surfaces [35]. The drive train consists of the gearbox, generator, 

mechanical brake, and the shafts and couplings that link them [36]. The components of the 

yaw system are determined by whether the turbine uses free yaw or driven yaw, which is 



 

8 

determined by the orientation of the rotor. Yaw system components consist of, at a minimum, 

a yaw bearing and, in some cases, a yaw drive, yaw brake, and yaw damper [37]. The 

mainframe serves as a support for mounting the other parts. The tower group consists of the 

tower itself, its foundation, and possibly the machine's self-erection mechanism [38]. A more 

detailed overview of each of these subcomponents is presented in the following sections. 

Unless otherwise specified, the turbine is assumed to have a horizontal axis. 

 

1.1.1.1 Rotor 

Wind turbines have rotors designed to extract substantial power from the wind and 

switch it to rotary motion [39]. Wind turbine rotors must run under a variety of load 

circumstances, including constant, periodic, and stochastically variable loads. Because these 

fluctuating loads occur over a significant number of cycles, fatigue is a major factor to 

consider. The designer must make every effort to limit cyclic stresses to a minimum and to 

utilize materials that can endure such pressures for as long as possible [40]. The rotor also 

serves as a cyclic loading generator for the rest of the turbine, especially the drive train [41]. 

The following three sections concentrate on the rotor's main elements: blades, 

aerodynamic control surfaces, and hub [42]. 

a) BLADES 

The blades are the essential elements of the rotor; they are the tools that transform the 

wind's force into the torque required to generate usable power. There are many factors to 

consider when designing blades, but most of them fall into aerodynamics or structural 

categories. Other factors can be the overall arrangement of the turbine, material 

characteristics, and its fabrication methods [43]. 
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The blade aerodynamic design is based on the combination of several blades, design 

rated power and rated wind speed, solidity, design tip speed ratio, airfoil, rotor power control, 

and its orientation [44]. 

To begin with, increasing the number of blades will raise the fixed costs and the stresses 

at the roots of the wind turbine. Most commercial wind turbines have either two or three 

blades [45]. Secondly, design rated power and rated wind speed determine the length of the 

blade by affecting the overall size of the swept area [46]. Thirdly, a high tip speed ratio 

ensures the design of lighter and cheaper blades by outcoming low solidity due to a smaller 

overall blade area. In addition to that, a fast-rotating speed is beneficial to and supports the 

drive train [47]. However, extreme tip speed ratios develop more significant aerodynamic 

noise from the turbine and raise flap-wise loads at thin depths of blades. These vibration 

issues and large deflections may be the reason behind blade–tower collisions. Furthermore, 

these increased design tip speed ratios directly affect the blade's chord and twist distribution, 

necessitating the appropriate airfoil use [48]. Fourthly, while increasing the lift-to-drag ratio 

to boost the power coefficient, this lift coefficient will impact the rotor solidity and smaller 

the blade’s chord [49].  

Fifthly, the best-matched airfoil is chosen based on the rotor's aerodynamic control 

mechanism, which can be simplified by referring to data sets such as those created by Selig 

(1998). In plus, wind turbine blades feature a variety of airfoil shapes, often of the same 

family but with different relative thicknesses, running the length of the blade. Wind turbine 

blades can be made stronger by using thicker airfoils towards the root while retaining proper 

overall performance [50]. Sixthly, the power control technique (stall or variable pitch) has a 

considerable impact on the blade design, especially airfoil selection. In high winds, a stall-

controlled turbine relies on the lift loss of a stall to restrict power output. Therefore, good 

stall qualities in the blades are desirable. They should progressively stall as the wind speed 

rises, and they should generally be devoid of transitory phenomena like a dynamic stall. Stall 

characteristics are typically less significant in pitch-controlled turbines [51]. Whereas it is 

crucial to note that the blades function admirably when thrown in strong winds. It is as well 
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worth mentioning that blades may be thrown to feather, with a lessening angle of attack, or 

stall, with the rising angle of attack [52]. Finally, the rotor's orientation about the tower 

influences the blade geometry, although it is largely secondary to the reckoning of the blades 

[53]. During preconing, the blades are skewed away from a plane of rotation indicated by the 

blade roots. To allow the rotors to track the wind and preserve some yaw stability, the blades 

must be coned away from the plane of rotation and must be kept away from colliding with 

the tower. For instance, whereas most down-wind turbines carry on with free yaw, preconed 

blades are present on certain upwind rotors [54].  

To sum up, to adequately account for both aerodynamic and structural constraints, 

blade design generally takes several iterations. Each iteration begins with the development 

of a rough design, which is then assessed. Selig and Tangler (1995) devised an inverse design 

method as a way to speed up this procedure. It entails the use of a computer program 

(PROPID) to generate designs that fulfill specific criteria [55].  

Aside from the stresses that a wind turbine blade must resist, the main structural design 

concerns are materials and production alternatives. The connection of the blades to the hub 

is also a major problem. Wind turbine blades were traditionally composed of wood and 

coated with linen. Steel blades for bigger wind turbines were used until the middle of the 

twentieth century [56]. The Smith–Putnam 1250 kW turbine from the 1940s and the Gedser 

200 kW turbine from the 1950s are two examples of these types of wind turbines. Most blades 

for horizontal axis wind turbines have been built of composites since the 1970s [42]. 

Fiberglass in polyester resin is the most frequent composite, but wood–epoxy laminates have 

also been widely employed. The blades of most vertical axis wind turbines are made of 

aluminum. Because their blades have a continuous chord and no twist, they adapt themselves 

to aluminum pultrusion creation. Pultrusion is a method of creating the desired shape by 

pulling material (such as aluminum) through a forming die. The length of the shape is 

consistent. Although aluminum blades have been utilized in a few horizontal axis wind 

turbines, it is not currently widely employed in these types [56]. 
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Following the discussion of the blade design's aerodynamics and structural 

characteristics, it is critical to present the blade production technique to produce a robust and 

light structure with an outer shape that matches the design [57]. Non-linear forms are ideal 

for horizontal-axis wind turbines, whose blades are typically tapered and twisted, with 

variable degrees of curvature. Two kinds of pieces are modeled for this purpose. The skin 

gives the airfoil its ideal shape, while the spar gives it stiffness [58]. A cross-section of a 

typical fiberglass blade is shown in Figure 1 [59]. 

 

Figure 1. Cross-section of a typical fiberglass blade ©Peery and Weingart, 1980 [59] 

Building a spar is usually the first stage in the fabrication of a blade. Spars come in a 

range of shapes and sizes, but the goal is to design a light component that can withstand 

applied moments. A web, a box beam, or a D are all possible shapes for the spar. A box beam 

or web will have an outside flapwise dimension that allows it to be attached to the interior of 

the skin on both the top and bottom of the blade. The blade skin is also attached to the front 

of the spar when using a D spar [60].  

Spars in fiberglass blades are typically constructed by layering fiberglass and resin 

around a mandrel and then removing it. Inside a mold, layers of fiberglass fabric and resin 

are built up to create the skin of a glass-reinforced plastic blade. Pieces of the upper surface 

and the lower surface are melted, then taken from the molds and linked together, with the 

spar in the middle [61]. A similar process is used to make wood–epoxy blades anon-stall-

regulated shown in Figure 2.Figure 1 The primary distinction is that wood plys are utilized 

in the laminate instead of fiberglass fabric. Furthermore, the skin thickness is generally larger 
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than the blade thickness in a glass-reinforced plastic blade, and instead of a box beam spar, 

a plywood strip is utilized to give rigidity. While it is worth noting that any conceivable 

surface may be created with the molds detailed here, the downside of making blades in this 

manner is that the lay-up requires a lot of manual effort leading to large expenses, as well as 

difficulty in ensuring uniformity from one blade to the next [62]. 

 

Figure 2. Cross-section of wood-epoxy blade ©Hau,1996 [63] 

Filament winding is a distinct method of producing primarily fiberglass blades. It 

entails the simultaneous coiling of glass fibers around a mandrel and the application of resin. 

This technique, which was initially developed for the aerospace industry, may be automated. 

Nevertheless, it is challenging to be applied to concave forms [64].  

The root, which is the end closest to the hub, is a valuable component of the blade 

subjected to peak loads. It is generally built as thick as possible in the flapwise direction to 

reduce stresses. The link between the root and the hub has been shown to be problematic in 

various circumstances. This is due to variations in material properties and rigidity between 

the blades, hub, and fasteners. The problem is made worse by the fact that the loads are 

constantly changing [65]. 

The Hütter design, named after its designer, the German wind energy pioneer Ulrich 

Hütter, is one form of the root. Long fiberglass strands are glued into the lower portion of the 
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blade using this approach. At the base of the blade, round metal flanges are supplied, and 

circular hollow spacers are connected to these flanges, as seen in Figure 3. The fiberglass 

strands are coiled around the spacers and reintroduced into the blade. Resin holds all of the 

strands and flanges in place. Bolts via the flanges and spacers finally connect the blades to 

the hub. This root design is best suited to fixed-pitch rotors and may be tweaked to 

accommodate variable pitch rotors [63]. 

 

Figure 3. Hütter root ©Hau,1996 [63] 

Another technique of connection is the use of studs or threaded inserts attached directly 

to the blades. Fixed-pitch wind turbine blades are often connected to the hub with bolts or 

studs oriented radially and perpendicular to the bottom of the blade root, as seen in Figure 4. 

These fasteners must withstand all the loads arising from the blades [62]. 
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Figure 4. Blade root stud in fiberglass reinforced plastic blade ©National Research Council, 

1991 [62] 

A variable pitch blade's root is built differently than a fixed pitch blade's. For the blade 

to be turned, the root–hub connection must have bearings. These bearings must withstand the 

bending moments and shear pressures exerted by the remainder of the blade. Furthermore, 

these bearings must withstand the centrifugal force generated by the rotor's spin [66]. 

On medium and larger turbines, the blade attachment methods mentioned above are the 

most frequent. Small turbine blades usually use a variety of attachment methods. One 

approach involves thickening the root and installing bolts through it and a corresponding 

component on the hub. The bolts are steep to the blade's long axis and chord [67]. 

In terms of blade properties, the structural study of the rotor requires information on 

the entire blade, such as total weight, stiffness and mass distributions, and moments of inertia. 

The blade's strength, inclination to deflect under load, natural vibration frequencies, and 

fatigue resistance are all important considerations [68]. 

Due to the blade's complicated shape, which changes from root to tip, certain of the 

blade's characteristics can be difficult to acquire. The most common approach is to split the 

blade into pieces, similar to how aerodynamic analysis is done. The dimensions and material 

distribution are used to discover properties for each segment, which are then combined to 

find values for the whole blade [42]. 
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b) AERODYNAMIC CONTROL SURFACES 

Aerodynamic control surfaces, integrated onto wind turbine blades and coming in a 

variety of types, are devices that can be manipulated to adjust the aerodynamic characteristics 

of a rotor. Their design is affected by the blade’s model, and their selection is based on the 

overall control philosophy. Aerodynamic brakes, such as tip brakes, flaps, and spoilers, are 

commonly used in stall-regulated wind turbines. Figure 5 shows an illustration of a tip flap 

[69]. 

 

Figure 5. A tip flap aerodynamic brake 

More aerodynamic control is present in non-stall-regulated wind turbines. For 

instance, the entire blade can function as a control surface by spinning across its long axis in 

typical pitch-controlled turbines. Nevertheless, partial span pitch control is used in other 

turbine designs, where the inner section of the blade is fastened to the hub, and the outer 

section, supported by bearings, can rotate around the blade's radial axis. Moreover, the 

pitching mechanism for partial span pitch control does not need to be as enormous as it does 

for full-span pitch control [70]. 
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The aileron, a movable flap situated at the blade's trailing edge, is another sort of 

aerodynamic control surface. The aileron may be about a third of the length of the blade and 

extend about a fourth of the way towards the leading edge [71].  

Any control surface must be utilized in tandem with a procedure that either allows or 

pushes it to step in the desired direction. Bearings, hinges, springs, and linkages are all 

possible components of this system. Moreover, while electromagnets are commonly used in 

aerodynamic brakes to keep the surface in place during normal operation but release it when 

needed, motors are used to operate active pitch or aileron control mechanisms [42]. 

c) HUB 

The hub is the wind turbine’s element that joins the blades to the main shaft and the 

drive train’s remainder [72]. The hub is responsible for transmitting and sustaining all of the 

loads generated by the blades [39]. Hubs are typically composed of welded or cast steel. 

Details of hubs vary greatly depending on the turbine's general design idea [73].  

There are three fundamental categories of hub design in contemporary horizontal axis 

wind turbines: rigid hubs, teetering hubs, and hubs for hinged blades [73]. While rigid hubs 

have all their important elements fixed relative to the main shaft, teetering hubs provide 

relative motion between the blade-connected section and the main shaft-connected part. Hubs 

for hinged blades, on the other hand, allow for independent flapping motion about the rotation 

plane. One- and two-bladed wind turbines often use teetering hubs. Nevertheless, three or 

more bladed wind turbines are prevalent with rigid hubs. In comparison, only some 

commercial machines use hubs for hinged blades, although they have been used on several 

historically significant turbines (Smith–Putnam) and are currently gaining renewed interest. 

The following figure depicts some of the most popular types of hubs [42, 74]. 
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Figure 6. Wind turbine hub types  ©Gasch, 1996 [75] 

1.1.1.2 Drive train 

All rotational components of a wind turbine drive train are included: the rotor, main 

shaft, couplings, gearbox, brakes, and generator [76]. All of these are detailed in the 

following sections, except the rotor components, which were discussed before. A typical 

drive train is depicted in Figure 7. 
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Figure 7. The drive train`s components [42] 

a) MAIN SHAFT 

The main shaft, often known as the low-speed or rotor shaft, is present in every wind 

turbine. It is the major rotating member of the drive train, transferring the torque from the 

rotor to the rest of the system and supporting the rotor’s weight [32]. 

Bearings, which transmit reaction loads to the turbine's main frame, support the main 

shaft. The shaft and/or bearings may be included within the gearbox or independent from it, 

connected merely by a coupling, depending on the design of the gearbox [77]. The primary 

shaft is sized, accounting for the torque and bending loads combined. Main shafts are 

frequently made of steel [78]. The primary shaft choices are shown in Figure 8. 
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Figure 8. Main shaft options ©Harrison et al., 2000 [79] 

b) COUPLINGS 

Couplings have many roles, mainly joining the shafts and transferring the torque 

among them [80]. In other words, before the power is converted to electricity, it is sometimes 

beneficial to attenuate torque changes in the main shaft. This can be achieved by coupling of 

suitable design such as fluid coupling. Large couplings are most likely placed between the 

main shaft and the gearbox and between the gearbox output shaft and the generator [81]. 

c) GEARBOX 

A gearbox is used in most wind turbine drive trains to raise the velocity of the input 

shaft to the generator. Increasing the speed is required as wind turbine rotors, and hence main 

shafts, rotate at a significantly slower rate than most electrical generators [82]. While the 

rotors of small wind turbines spin at speeds of a few hundred revolutions per minute, larger 

wind turbines rotate at a slower rate, and most common generators spin at 1500 or 1800 rpm 
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[42]. Other than boosting speed, some gearboxes have other purposes, such as supporting the 

main shaft bearings [82].  

A case, shafts, gears, bearings, and seals are the most common components of all 

gearboxes. For instance, many wind turbine gearboxes include spur gears. However, helical 

gears can also be encountered. Depending on the stresses, bearings are either ball bearings, 

roller bearings, or tapered roller bearings [83]. Aside from that, there are two fundamental 

types of gearboxes used in wind turbines: parallel-shaft gearboxes and planetary gearboxes 

[42].  

In parallel-shaft gearboxes, gears are mounted on two or more parallel shafts carried 

by bearings which are installed in the case. In a single-stage gearbox, there are two parallel 

shafts of different speeds, passed out through the case and attached correspondingly to the 

main shaft of the rotor and the generator. In addition, there is a gear on each shaft, with the 

largest one is mounted on the low-speed shaft. Furthermore, it is important to note that large 

speed-up ratio gearboxes employ several shafts and gears, forming a gear train. For instance, 

a two-stage gearbox would come up with three shafts: a high-speed output shaft, in which its 

gear is driven by the larger of the many gears that are installed on the medium-speed shaft, 

and a low-speed input shaft driving the smaller gear [42, 84]. The following figure depicts a 

common parallel-shaft gearbox. 

 

Figure 9. Parallel shaft gearbox ©Hau, 1996 [63] 
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However, planetary gearboxes have their input and output shafts coaxial and multiple 

pairs of gear teeth meshing at any time [85]. Hence, planetary gearboxes, shown in the 

following figure, are light and compact, and the loads applied on each gear are diminished. 

Moreover, there is a low-speed shaft firmly attached to a planet carrier, which bears three 

similar tiny gears known as planets, and is carried by bearings in the case. These free-turning 

gears are installed on short shafts and bearings. A large-diameter internal ring gear and a 

small-diameter solar gear interconnect with these planets. When the low-speed shaft and 

carrier spin, the planets in the ring gear mesh, causing the planets to rotate at a faster rate 

than the carrier. The interactions of the planets with the sun's gear cause it to rotate as well. 

The high-speed shaft, supported by the bearings in the case, is then driven by the sun gear, 

which is rigidly linked to it [42, 86]. 

 

Figure 10. Exploded view of two-stage planetary gearbox [42] 

A single-stage planetary gear set, like a parallel-shaft gearbox, has a threshold of 

speed-up ratio. For that, multiple stage planetary gears are connected in sequence to achieve 

a larger speed-up ratio [84]. 

When designing and selecting a gearbox, there are numerous factors to consider such 

as separate gearbox and main shaft bearings, or an integrated gearbox, basic type, number of 

stages, speed-up ratio, gearbox weight and costs, gearbox loads, lubrication, intermittent 

operating effects, and noise [87]. 

Wind turbine gearboxes can be purchased separately or in combination with other 

components known as integrated or partially integrated gearboxes. While the turbines with a 
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partially integrated gearbox have the main shaft and main shaft bearings integrated into the 

rest of the gearbox, the turbines with a completely integrated gearbox have the gearbox case 

functioning as the wind turbine's main frame. The rotor is attached to the low-speed shaft. 

The generator is attached to the case directly and is linked to the high-speed shaft. The 

generator is fastened directly to the case and is linked to the high-speed shaft. The yaw system 

is partially integrated into the case's bottom [42, 88]. A partially integrated, two-stage 

planetary gearbox is illustrated in Figure 11. 

 

Figure 11. A partially integrated, two-stage planetary gearbox [42] 

In most cases, the number of stages in a gearbox is of minor importance to the wind 

turbine designer. It is significant since it influences the gearbox's complexity, size, weight, 

and cost. Additional internal components, such as gears, bearings, and shafts, are required 

when stages are added [89]. 

A gearbox's speed-up ratio is proportional to the rotor's desired rotational speed, 

determined by aerodynamic considerations, and the generator's speed [90].  

The weight of a gearbox rises considerably as the turbine's power rating rises and 

scales roughly with the cube of the radius. Because planetary gearboxes are lighter than 
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parallel-shaft gearboxes, they provide a weight benefit. However, because of their greater 

complexity, they cost more than their lighter weight would suggest [91]. 

The rotor is responsible for most of the loads that the gearbox must withstand. Loads 

may include at least the main shaft torque, as well as the weight of the rotor and several 

dynamic loads, depending on the degree of integration of the gearbox with the main shaft 

and bearings. Furthermore, the generator, both while starting and during normal operation, 

as well as any mechanical brake on the high-speed side gearbox side, imposed loads. Over 

time, the gearbox will be subjected to certain relatively constant loads, others that vary 

periodically or randomly, and yet others that are transitory. All of these factors contribute to 

gear teeth fatigue and wear, as well as bearings and seals [92]. 

Lubrication is a key factor to consider when operating a gearbox. For that, oils must 

be chosen to lessen wear on gear teeth and bearings while also having the turbines perform 

well under external environmental conditions. Filtering or active cooling of the oil may be 

required in some situations, and oil samples should be taken regularly to examine the status 

of the oil and look for symptoms of internal wear [93]. 

The intermittent operation, which is frequent in wind turbines, can significantly 

shorten a gearbox's life. Oil may drain away from the gears and bearings when the turbine is 

not working, leading to insufficient lubrication when the turbine starts. In cold weather, the 

oil's viscosity may be excessively high while waiting for the gearbox has heated up, and the 

use of gearbox oil heaters may be beneficial. In addition, moisture condensation can 

accelerate rust [42, 93].  

Noise from gearboxes is a possibility. The type of gearbox, the materials used to make 

the gears, and how they are cut influence the noise produced [94]. 
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d) GENERATOR 

The generator transforms the rotor's mechanical energy into electrical energy. Most 

grid-connected generators run at a constant or virtually constant speed causing most wind 

turbine rotors to turn at an almost constant speed [95]. 

e) BRAKE 

In addition to any aerodynamic brakes, a mechanical brake is used in almost every 

wind turbine's drive train. In the vast majority of circumstances, the mechanical brake is 

sufficient to stop the turbine's operation. It can be used too in some scenarios for parking and 

stopping the rotor from spinning at the stop of the turbine’s operation [96]. 

Disc brakes and clutch brakes are the two types of brakes commonly used on wind 

turbines. The disc brake works the same way that a car's brake does. The shaft to be braked 

is securely attached to a steel disc. Brake pads are pushed against the disc by a hydraulically 

driven caliper during braking. The resulting force produces a torque that opposes the disc's 

rotation, slowing the rotor [42, 97]. Figure 12 depicts an example of a disc brake. 
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Figure 12. A disc brake [42] 

Whereas clutch brakes are generally activated by springs, making them fail-safe by 

design. Compressed air or hydraulic fluid is used to release these brakes. Another, less 

popular type of brake is the 'dynamic brake,' which is powered by electricity [98]. After 

removing the wind turbine's generator from the electrical grid, the primary premise is to feed 

power to a resistor bank. This puts a strain on the generator and, as a result, torque on the 

rotor, slowing it down [42].  

Mechanical brakes can be found in several places throughout the drive train. When 

mechanical brakes are installed on the high-speed side of the gearbox, they can be installed 

on either side of the generator. They can be too on the low-speed side of the gearbox, but 

they should apply significantly more torque than one on the high-speed side. As a result, it 

would be quite large. Nevertheless, when the brake is on the high-speed side, it must work 

through the gearbox, potentially adding gearbox wear. Moreover, if the gearbox experiences 

an internal breakdown, the high-speed brake may be incapable of slowing the rotor [42, 99]. 

The type of brake depicts its activation mode. Hydraulic pressure, provided by a 

hydraulic pump in union with an accumulator, is required for disc brakes. Springs can be 

used in some designs to exert brake pressure, and the brakes are released by a hydraulic 
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system. Whereas, spring-applied brakes are common on clutch-type brakes where they are 

released using either a pneumatic or hydraulic mechanism. An air compressor and storage 

tank, as well as necessary plumbing and controls, are required in the case of pneumatics [42]. 

Three significant factors are considered when choosing a brake: the maximum torque, 

length of time required to apply, and energy absorption. 

A brake designed to stop a wind turbine must be capable of exerting a torque greater 

than that which might reasonably be expected to come from the rotor. According to 

recommended standards, the brake design torque should be equivalent to the wind turbine's 

maximum design torque [42, 99]. 

A turbine brake should apply almost instantly and ramp-up to full torque in a matter of 

seconds. The ramp-up period chosen strikes a balance between immediate, which would 

impart a significant transient load to the drive train, and gradual, which could cause rotor 

acceleration and brake heating during deceleration. In most cases, the full braking event takes 

less than five seconds from start to finish [42]. 

The brake's ability to absorb energy is a key issue. First and foremost, when the rotor is 

whirling at its maximum speed, the brake must absorb all of the kinetic energy in the rotor. 

It must also be capable of absorbing any additional energy acquired by the rotor during the 

stopping phase [32]. 

1.1.1.3 Yaw system 

Almost all horizontal axis wind turbines should be able to yaw to be oriented in the 

direction of the wind [100]. Some turbines also use active yaw to regulate power. In any 

scenario, a mechanism must be supplied to allow yawing to occur, and it must do so at a 

moderate enough rate to avoid excessive gyroscopic forces [101]. 

Active yaw and free yaw are the two most common types of yaw systems. While up-

wind turbines are usually those with active yaw using a motor to actively orient the turbine, 
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down-wind turbines are usually the ones with free yaw using the rotor's aerodynamics to 

orient the turbine. Hence, all horizontal axis wind turbines have a yaw bearing, irrespective 

of the type of yaw system. This bearing must support the weight of the turbine's main 

component while also transmitting thrust loads to the tower. The yaw bearing of a turbine 

with active yaw has gear teeth around its perimeter. The yaw drive's pinion gear engages with 

those teeth, allowing it to be driven in any direction. This yaw drive consists of an electric 

motor, speed reduction gears, and a pinion gear. The speed must be decreased to allow for a 

slow yaw rate and sufficient torque to be delivered by a small motor [102].  

One issue with active yaw has been the rapid wear or breaking of the yaw drive due to 

the turbine's continual tiny yaw movements and the shock load cycles that occur between the 

gears as a result of the motion. A yaw brake is now commonly utilized in active yaw systems 

to decrease these cycles. When the turbine is not yawing, this brake is activated. Just as 

yawing occurs, it is released. An example of a yaw drive with a brake is shown in Figure 13. 

Furthermore, in an active yaw system, the yaw motion is controlled by the yaw error as an 

input, detected by a wind vane installed on the turbine. The drive system is triggered, and the 

turbine is pushed in the appropriate direction when the yaw error is outside the allowable 

range for some time [103]. 

 

Figure 13. Typical yaw drive with brake ©Van Bibber and Kelly, 1985 [104] 
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However, the yaw system in turbines with free yaw is usually significantly simpler, it 

consists simply of the yaw bearing. However, some turbines have yaw dampers to lessen 

gyroscopic loads by slowing the yaw rate. They are best for machines with a low polar 

moment of inertia around the yaw axis [42]. 

1.1.1.4 Nacelle 

The main components of a wind turbine except the rotor are housed in the nacelle, 

which consists of the main frame and the nacelle cover [105]. 

The main frame provides a sturdy structure to ensure that all components are aligned 

properly. It is joined to the gearbox, generator, and brake and serves as a connection point 

for the yaw bearing connected to the tower's top [32]. 

Main frames are divided into two categories: a separate component or a section of an 

integrated gearbox. While the main frame, as a separate component, consists of a stiff steel 

casting or weldment, the main frame, as a section of an integrated gearbox, has a thick case 

to carry the required weights. In both types, threaded holes or other attachment points on the 

main frames are provided for bolting on the other components [42]. 

All rotor loads, as well as reaction loads from the generator and brake, must be 

transmitted to the tower through the main frame. It also needs to be stiff enough to prevent 

relative movement between the rotor support bearings, gearbox, generator, and brake [106]. 

Nacelle covers are often composed of a light material like fiberglass. On larger 

machines, they are large enough to allow technicians to enter and examine or maintain the 

internal components. However, a separate nacelle cover is generally linked to the main frame 

on small and medium-size turbines, allowing easy access. The following figure depicts an 

example of a nacelle cover. The spinner or nose cone, a component closely related to the 

nacelle cover and found on various turbines, is where the hub is housed [105]. 
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Figure 14. Typical nacelle cover [42] 

1.1.1.5 Tower 

The primary part of the turbine is supported in the air by towers. A tower's height is 

usually at least as tall as the rotor's diameter and may be higher for smaller turbines. Its height 

should be above 24 m as there is low and turbulent speed close to the ground [42]. 

For horizontal axis wind turbines, three types of towers are commonly used. Free-

standing lattice towers were widely employed until the mid-1980s. Tubular towers have been 

employed more regularly since then. Guyed lattice or pole towers have never been very 

typical for machines of medium size or greater, with a few notable exceptions such as the 

Carter and Wind Eagle turbines [14]. The following figure depicts a few different tower 

types. 
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Figure 15. Tubular tower, truss tower, guyed tower (from left to right) [42] 

 

Tubular towers offer a variety of benefits. Unlike lattice towers, they do not rely on 

a large number of bolted connections that must be torqued and checked regularly. They give 

a safe place to climb to gain access to the equipment. They give a form that some people find 

more appealing than an open truss in terms of aesthetics [107]. 

In terms of materials, wind turbine towers are typically composed of steel, though 

reinforced concrete is occasionally utilized. Steel is usually galvanized or coated to protect it 

from corrosion [108]. 

The tower can be subjected to static and dynamic loads. Steady loads can be primarily 

the aerodynamically produced thrust and torque and the machine's weight. Dynamic effects, 

particularly on soft or soft–soft towers, can be a substantial source of loads [109].  

For evaluating the tower's loading, at least two conditions are considered: functioning 

at rated power and stationary at survival wind speed. The consequences of loading must be 

taken into account, especially when it comes to bending and buckling [42, 109]. 
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The tower top allows the link of the primary structure of the wind turbine to the tower 

and is linked to the stationary section of the yaw bearing. The top tower is often made of cast 

steel, and its shape is based on the type of tower [42]. 

The tower foundation should be able to keep the turbine standing and stable under 

extreme design conditions. The most common type of foundation is a reinforced concrete 

pad, and the concrete's weight is designed to overturn resistance in all scenarios. Sometimes, 

turbines are erected on the solid rock where rods are grouted into holes bored deep into it. A 

concrete pad can be utilized to deliver a flat surface, but the rods will eventually bear any 

tensile loads [110]. 

 

Figure 16. Wind turbine foundations ©Hau, 1996 [63] 

The method of tower erection chosen will directly impact the tower's design. While 

cranes are commonly utilized in the installation of bigger turbines, self-erecting turbines are 

typical in small and medium-sized turbines. The loads that the tower will encounter during 

installation are a significant factor in the tower's design, regardless of the method of erection 

[42]. 
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1.1.2 Types of wind turbines 

Modern wind turbines are classified into horizontal-axis and vertical-axis turbines 

based on the rotating axis of the rotor blades. In addition, diffuser-augmented, multi-rotor, 

and co-axial wind turbines are examples of other types of wind turbines [111]. 

 

1.1.2.1 Horizontal axis wind turbines 

Horizontal axis wind turbines have two or three blades or a disk with many blades, 

which is the multibladed type, attached to it [112]. They are one type of wind turbine that 

must be aligned with the direction of the wind. As a result, they necessitate a wind sensor to 

detect wind direction and some sort of yawing mechanism to spin the device to be 

successfully aligned against the wind. The need for facing the wind stems from both a more 

effective distribution of force on the rotors and the risk reduction of structural damage to the 

turbine due to inadequate loading on the turbine structure. In terms of structural 

consequences, the building of this sort of turbine demands significant tower support to 

support the weight of the blades, gearbox, and generator, as well as the use of a massive crane 

to bring the pieces to the top of the tower [113]. 

Furthermore, the mast's base must withstand strong winds that blow where the turbine 

is installed. Horizontal axis wind turbines are the most commonly used type of wind turbine 

due to their efficiency and higher power generation capability for the same footprint. As a 

result, most wind farms, which are power plants with several wind turbines generating 

electricity, employ these types of wind turbines [114]. This type of wind turbine also has low 

cut-in wind speeds and low cost per unit power output [31]. 

Horizontal axis wind turbines are classified into two types: up-wind turbines and down-

wind turbines, based on the wind-flowing direction's configuration of the wind rotor.  
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The majority of horizontal-axis wind turbines in operation today are up-wind turbines, 

with wind rotors towards the wind [32]. Because up-wind horizontal axis wind turbines 

encounter the wind, the wind attains the rotors before the mast. As a result, the rotors are not 

affected by the wind shade behind the tower, resulting in a more efficient operation and less 

vulnerability to rotor wear and tear. Nevertheless, the yawing mechanism is required, which 

adds to the weight of the structure and avoids destroying the turbine [115]. Another 

consideration for up-wind wind turbines is that their rotors should not be flexible so that they 

do not bend and collide with the mast when the wind speed is high. To further avoid such 

incidents, the rotor is set back from the tower. This complicates the manufacturing of these 

wind turbines, and the relative inflexibility of the rotor blades necessitates the use of heavier 

material for blade construction [31]. Figure 17 depicts an up-wind turbine. 

 

Figure 17. An up-wind turbine 

However, down-wind horizontal axis wind turbines are one of the less prevalent types 

of wind turbines. Their design is similar to that of upwind horizontal axis wind turbines, with 

the exception that the rotor is placed downstream of the tower; wind strikes the mast before 

reaching the blades. Because the rotor blades are more flexible in this configuration, lighter 

materials can be used. As a result, this design achieves two goals: lighter structural weight 

and improved structural dynamics of the tower by shifting some of the load from the tower 

to the blades during bending. Downwind horizontal axis wind turbines do not require a 
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yawing mechanism if the rotors and casing are constructed so that the casing passively 

follows the wind direction. For large wind turbines with earthing wires connected to the 

casing, the passive yawing of these wind turbines would not be an opportunity [114]. Because 

the rotor of these wind turbines is located downstream of the mast, they endure wind shade. 

Wind shade not only causes fluctuations in the amount of power produced, but it also causes 

more fatigue in down-wind wind turbines than in up-wind wind turbines [31]. Figure 18 

shows a downwind horizontal axis turbine. 

 

Figure 18. A down-wind horizontal axis turbine 

 

1.1.2.2 Vertical axis wind turbines 

Vertical axis wind turbines are a type of wind turbine in which rotors rotate a vertically 

placed shaft. Such a design allows for less sensitivity to wind direction, making them ideal 

for places where the wind direction changes frequently. No matter which way the wind 

blows, the blades will still move and rotate the shaft to generate power [116]. 

The generator of these wind turbines is close to the ground. This is because, given the 

design of the rotors and their height, taking it to a higher altitude would be impractical. This 

configuration makes vertical axis wind turbines easier to maintain than horizontal axis wind 
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turbines, which have all their components installed at some height [117]. Vertical axis wind 

turbines, on the other hand, have poorer efficiency than horizontal axis wind turbines due to 

significant quantities of air drag on the rotors for some designs, as well as reduced power 

production because wind speed and flow are higher and softer at a distance from the ground 

[118]. 

The paragraphs that follow discuss some of the vertical axis wind turbine models. 

One of the drag-type vertical axis wind turbine types is Savonius turbines, as illustrated 

in Figure 19. Their design concept is very similar to that of cup anemometers. Therefore, 

there is always one surface with the maximum drag, while others have less drag force applied 

to them [118]. 

 

Figure 19. Savonius turbine 

The key feature of this design is that it will rotate regardless of which way the wind 

blows. These wind turbines can deal with low-speed winds, are simple to build and maintain, 

and perform well in turbulent winds. Despite these benefits, this design is extremely 

inefficient. It is because the favorable and adverse drag forces are not so dissimilar, and hence 

the rotational speed is not as fast. Because of the high torque created, these wind turbines can 

self-start, but there cannot be a lot of electrical energy produced at the generator due to their 

low revolutions per minute. As a result, they cannot be used for large-scale power generation 
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and may only be appropriate for small-scale applications where other types of wind turbines 

may perform better [119]. There are twisted Savonius turbine designs with long helical 

scoops that create torque smoothly and could be deployed on rooftops [118], as shown in the 

following figure. 

 

Figure 20. Twisted Savonius turbines 

Darrieus wind turbines, as opposed to Savonius wind turbines and shown in Figure 

21, are lift-type vertical axis wind turbines that employ the concept of lift production of 

airfoils. These are the most commonly used vertical axis wind turbines for power generation, 

with curved, C-shaped blades that run from the top of the tower to the bottom, where they 

are connected to the generator shaft [120]. They are efficient because they rotate at higher 

rates, which allows them to create more power. Torque ripple, which is a periodic increase 

and drop in the generated torque, causes periodic stress on the tower structure. Torque ripple 

is not an issue with three-bladed Darrieus wind turbines [121]. 
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Figure 21. Darrieus turbine 

Darrieus turbines inspired the design of Giromill wind turbines. As a result, these 

wind turbines are lift-type vertical axis wind turbines with straight vertical blades rather than 

curved blades [122]. Giromill turbines, illustrated in Figure 22, do not self-start like Darrieus 

wind turbines and may not have a constant rotational speed. As a result, they are less efficient 

than Darrieus turbines. Nonetheless, they are less expensive, quicker to build, and can 

perform effectively in high winds [123]. 

 

Figure 22. Giromill turbine 
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Cycloturbines, a hybrid-type of vertical axis wind turbines, are extremely similar to 

Giromill wind turbines with airfoil blades having changeable pitch. During the turbine's 

startup, the wind is not fast enough. Because of that, the blades are pitched against the wind 

like the principle of Savonius wind turbines to produce the highest drag and torque to create 

a self-starting wind turbine. When the turbine reaches certain revolutions per minute, the 

blades change pitch to produce more lift rather than drag, allowing the revolutions per minute 

to rise even higher, as is the case with Darrieus wind turbines [124]. Being efficient and 

adaptable vertical axis wind turbines, it is evident that cycloturbines’ design and production 

are more sophisticated than the other designs, making them more expensive. They will also 

have more components, making them heavier and requiring more maintenance [114]. 

 

1.1.2.3 Other designs 

There are also other efficient and innovative wind turbine designs. For horizontal axis 

wind turbines, different designs are available, such as ducted rotors, shrouded wind turbines, 

co-axial multi-rotor turbines, and counter-rotating turbines. Furthermore, there are enclosed 

blades, H-rotors, O-wind turbines, and other types of vertical axis wind turbines [114].  

Aside from these newer versions of the same horizontal axis wind turbines and vertical 

axis wind turbines concepts, there exist bladeless wind turbines such as vaneless ion wind 

generators and boundary layer turbines [125].  

 

1.2 WIND TURBINE BLADE FAILURE WITH STATISTICS AND DESCRIPTION 

1.2.1 Reliability statistics of wind turbines and subsystems 

The probability that a subassembly will perform its needed function under specified 

conditions over a specific amount of time is defined as reliability. The rating scale for an 
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unrepairable system is reliability, while the rating scale for a repairable system is availability. 

Unrepairable and repairable systems, such as gears, bearings, bolts, and yaw components, 

are found in wind turbines. As a result, both reliability and availability should be taken into 

account while evaluating wind turbines [126].  

Low reliability could lead to a series of breakdowns that necessitate significant repair. 

Although high levels of reliability can reduce the cost and frequency of failures, they can be 

prohibitively expensive to achieve. Breakdown and maintenance costs account for a large 

portion of a WT's (Wind Turbine) operating and maintenance expenditures. WT reliability 

also impacts overall system performance and power output, resulting in additional expenses 

due to income lost [127].  

This section presents WT subassembly reliability data analyzed in terms of failure 

rates and downtimes to identify critical subassemblies and compare onshore and offshore 

WT reliability statistics. The failure and downtime per failure statistics are based on 15 data 

sources: 12 onshore and three offshore. Only 10 of the 15 data sources offer downtime 

information; the Windstats Denmark, India, CWEA, UK offshore round 1, and SPARTA data 

sources do not include downtime data [127]. 

The current trend in wind turbine design is for larger, heavier constructions, 

increasing the failure frequency. In actuality, failure rates for onshore and offshore wind 

turbine systems of the same type are vastly different. The failure rates of wind turbine 

systems and components are depicted in Figure 23. It shows that some essential components 

fail at a larger rate than others and that the same components, except yaw system and sensors, 

that work offshore fail at a considerably higher rate than those that work onshore [126].  
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Figure 23. Failure rates for onshore and offshore wind turbine subassemblies [126] 

 

The disparity in failure rates between onshore and offshore can be explained in part 

by the harsh working circumstances encountered offshore, such as greater mean wind speeds 

and corrosive salt water. Offshore WT structure is prone to a greater loading variation in high 

wind speeds due to the influences of the marine environment, including soil and wave 

conditions. As a result, several important subassemblies on offshore WTs, including blades 

and hubs, gearboxes, generators, structures, and electrical components, fail at higher rates 

than onshore WTs. For instance, the failure rates for blades and hubs of onshore and offshore 

wind turbines are correspondingly 15% and 75% per turbine per year [127]. 

It is also shown in the previous figure that the turbine blades, generator, and 

gearboxes are some of the prominent types of wind turbine failure. Because of the remote 

locations of wind farms and the size of the turbines, routine inspections and maintenance 

proved difficult. It can be tough to access the enormous rotor blades during periodic 

maintenance and assess the blade materials and the composite zones. Nowadays, emerging 
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innovations are paving the road in blade monitoring. For instance, drones are being used for 

blade inspections, which assists in the inspection process. Nevertheless, it is a must to do a 

proper, precise, and regular inspection of the rotor blades or components failures will occur 

[128]. When it comes to blade failure, the larger rotor blades, the more the blades can capture 

the wind to convert it into torque, driving the generators. Also, greater aerodynamic 

efficiency is achieved by using larger and longer turbine blades. Recently, the arcs of the 

turbine blades can stretch up to 80 meters. However, the rising size of the turbine blades 

might impose additional strain on the structure, leading to blade failures like delamination, 

gel coat cracks, and erosion. In addition to the size of the rotor blade, lighting strikes, material 

failure, damage from extraneous factors are all reasons leading to blade failure. Blade failure 

is the most common in wind turbine failures. However, when the rotor blades capture the 

wind, the generator is responsible for converting the mechanical energy into electrical energy 

to create electricity. Various reasons like extreme weather conditions, thermal cycling, some 

mechanical or electrical failure, improper installation, or some design faults cause the 

generator to fail. While the gearbox is meant to work in demanding conditions for 20 years, 

it may fail due to various contributing factors such as contaminated lubricant, bearing 

difficulties, temperature variations, or insufficient maintenance [128]. 

The weighted average downtimes per failure for different subassemblies of onshore 

WT populations are derived similarly to the failure rate comparison. Only one offshore data 

source reports the repair time per failure (Strathclyde). The onshore and offshore downtimes 

and repair times are illustrated in Figure 24. For example, the downtime of blades and hubs 

for onshore wind turbines is 100 hours per failure, whereas their repair time for offshore ones 

is 15 hours per failure. Furthermore, the repair time, lead time, and other logistic delays that 

may apply to bringing a maintenance team to the turbine to make a repair and bring the 

subassembly back to an operational state are expected to be included in the downtime per 

failure of each subassembly. As a result, downtime exceeds repair time. Onshore databases 

record downtime, whereas the offshore database (Strathclyde) reports simply repair time. 

Although there is little evidence to determine whether the population has more downtime or 

repair time, general tendencies can be noticed [127]. 
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Figure 24. Downtime and repair times for onshore and offshore databases 

 

Hence, offshore WTs have a higher failure rate than onshore WTs. However, the 

offshore WT's downtime at each stop is almost double that of an onshore WT. These 

disparities could be due to the harsh offshore working environment and the difficulties in 

repairing and maintaining offshore WTs [126]. 

1.2.2 Wind turbine blade failure modes 

Wind turbine blades can fail due to various failure and damage modes. Depending on 

the blade design, the complexities of damage evolution will differ. Regardless of blade 

design, however, experience has proven that a blade can produce various material and 

structural damage patterns. These damage mechanisms can lead to blade failure or, in some 

situations, blade repair or replacement [129]. 

Failure of a composite construction can be triggered by several circumstances, as listed 

in the following lines. 
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1. Geometrical variables such as significant deflection, folding, buckling, and crushing 

2. Material properties such as rupture, plasticity, cracking, and ductile/brittleness 

3. Early fabrication flaws such as residual tensions, initial distortion, or manufacturing 

flaws 

4. Temperature variables such as low temperatures related to operating in cold weather and 

high temperatures associated with fire and explosions 

5. Dynamic factors (strain rate sensitivity, inertia effect, damage) associated with impact 

pressure caused by explosions, dropped objects, or similar events 

6. Fatigue cracking and other age-related deterioration 

A significant amount of knowledge is required to establish how damage builds in a wind 

turbine blade and design a blade against failure using analytical or numerical approaches 

[129]. 

Blades are occasionally tested to failure in full-scale testing to validate the design and 

provide insight into likely damage types and severity. A combination of axial tension, axial 

compression, torsion, and bending loads generate failure mechanisms in wind turbine blades 

at a global level. As a result, the global wind turbine blade analysis aims to find the worst 

combination of these loads for the local failure mechanism assessments, where all pertinent 

failure mechanisms must be examined for criticality across the blade as a whole. If a 

significant failure mechanism is discovered, design calculations or testing must be performed 

to show that the failure mechanism will not occur during the blade's design lifetime [130]. 

The five typical composite failure mechanisms are:  

1. Global Buckling Fibre Failure where fibers fail with dominant strain parallel to the 

fiber direction surpassing the individual fibers’ tensile or compressive strength 

capability. At both the micro and macro scales, fibers can buckle, and buckling will 
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dramatically lower compression strength, and flaws will amplify its effect. However, 

fibers rarely give and are prone to brittle fracture [130]. 

2. Matrix Failure can be caused by longitudinal/transverse tensile and compressive 

loads, as well as in-plane shear stresses. It reduces the laminate's strength and 

stiffness, leading to further delamination. Both the matrix and the interface to the fiber 

must be considered in matrix failure assessments, and the strength of the interface 

may be impacted significantly if the fiber seizes [130]. 

3. Inter-Laminar Failure exists in two types: Shear stresses cause inter-laminar shear 

failure, and tensile stresses cause inter-laminar tension failure in the matrix between 

neighboring plies/ laminae. De-lamination and sub-laminate buckling can occur due 

to these failure types [130]. 

4. Sandwich Failure is caused by tensile, compressive, and shear loads, which 

eventually lead to the breaking and local yielding of the sandwich core material. 

Wrinkling, shear crimpling, and face dimpling are three additional probable buckling 

failure modes for the sandwich structure [130]. 

5. Fatigue failure accumulated by cyclic loading and passing through many phases 

beginning with matrix cracking, delamination, progressive fiber breaking, and finally 

fracture if it can be demonstrated that the structure can tolerate the degradations 

inherent in the previous fatigue damage stages [130]. 

Erosion is an additional significant failure mode, contributed by various environmental 

factors such as rain, dust, and sand. In plus, wind turbine blades' leading edge and tip are 

particularly prone to erosion. Therefore, the basis for erosion protection must be expressly 

indicated in the technical specifications for the blade, and relevant surface finishes must be 

analyzed for projected erosion and tested at the highest projected surface temperatures if the 

blade has anti-icing functions [130].  
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Figure 25 depicts some failure mechanisms discovered in a wind turbine blade that was 

tested to failure. 

 

Figure 25. Failure modes identified in a wind turbine blade that was purposely tested to fail 

[129] 

Inspecting these blade conditions is an important first step in blade maintenance 

which entails a thorough examination and evaluation of blades. Inspections result in findings 

that are analyzed to see if blades can satisfy their design goals, such as resisting fatigue and 

high structural loads during their entire design life and producing projected power levels 

[130]. 

Typically, identifying the severity and/or criticality of a finding is part of the 

assessment process; this procedure lends itself to grouping findings of common severity into 

categories. There is no standard system for categorizing wind turbine blade damage or 

defects. Turbine or blade producers, service providers and blade inspection/maintenance 

firms, drone operators, turbine owners, operators, consultants, and industry groups have all 

established and use various categorization systems [129, 130]. 

Individuals with varying levels of experience, knowledge, and motivations assign 

categories. The majority of defect and damage classifications, and hence judgments about 

repair execution and scheduling, are dependent on experience and judgment, as well as 
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practical and commercial concerns like the season, accessibility, downtime impact, and crew 

and material availability. Quality systems for blade and turbine manufacturers often set 

acceptance standards for faults, and structural repair guides typically define damage repair 

limits [129, 130]. 

Table 1 shows a variety of failures and faults in wind turbines as described in the 

presentation produced by Find M. Jensen, Bladena, with an additional column for failure 

categories based as published by Strange Skriver from Danmarks Vindmølleforening [129]. 

Table 1 : Variety of wind turbine failures and faults (Find M. Jensen, Bladena) and its 

failure categories (Strange Skriver from Danmarks Vindmølleforening) [129] 

Failure mode Category Reason 

Interlaminar failure V2-V3 Brazier effect, Bending 

moment 

Delamination – faulty 

injection 

V1  

Peeling / wear V1 Wear 

Erosion of the sealing of 

the root 

V2  

Flacking of the topcoat V1 Air bubbles from the 

manufacturing/poor quality 

Missing external parts V2-V3 Flacking and external 

objects impact 

Fine cracks in topcoat V1 Low quality of material 

Transverse cracks from 

trailing edge 

V2-V3 Poor design 

Transverse cracks on 

blade surface 

V2-V3 Poor design 

Front edge cracks 

(transverse and 

longitudinal) 

  

Web failure V3 Brazier effect, Bending 

moment, poor design 

Fatigue failure in root 

connection 

V3 Poor design 

Fatigue failure in the root 

transition area 

V1-V2  
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Fatigue failure in bond 

lines, longitudinal cracks 

in the trailing edge 

V1-V2 Transversal shear distortion, 

Deformation of the trailing 

edge panels, Trailing edge 

buckling 

UV effect on the fibers V1 Wear, flaking, 

Lightning damage V3 Lighting 

Tower hit by blade V3 High Tip deflection 

Balsa / composite 

cracking (transverse and 

longitudinal) 

  

Transport damage V0-V3  

Complete separation V3  

 

Finally, the following figures are photographic examples of damage and defects taken 

from an EPRI research of current blade maintenance procedures [131]. It is presented in this 

section to provide an overview of the state of the industry in terms of categorizing damage 

and faults, as determined by examining the findings of an industry survey. 

 

Figure 26. Scratch in coating [131] 

 

Figure 27. A small area of coating damage [131] 
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Figure 28. Crack in structure at the leading edge [131] 

 

Figure 29. Leading-edge erosion [131] 

 

Figure 30. Leading-edge erosion with large exposed surfaces of fiberglass [131] 
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Figure 31. Long leading-edge chordwise crack with spanwise cracking [131] 

 

1.3 TECHNICAL, ECONOMIC, AND ENVIRONMENTAL CHALLENGES 

Many challenges hinder the process of generating electricity from wind energy. They 

fall under different orders: technical, economic, and environmental. Below is an overview. 

 

1.3.1 Technical challenges 

To further increase the performance of WT energy capture, longer and wider power 

blades are being manufactured [132]. However, an increase in the size of WTB (Wind 

Turbine Blades) is followed by the rise in the load, which directly affects the safety of WTBs 

in the service and leads to fault formation [133]. Furthermore, during the blade development 

process, some flaws may occur. In addition, blades can fail due to fatigue mechanisms when 

exposed to multiple cycle loads over their lifespan [134]. 

Moreover, a high degree of reliability should be achieved to get the best possible 

power production performance of the mounted wind turbine or increase the availability of 

turbines [135]. The wind turbine blades are crucial in the efficient operation and wind power 

plant reliability. Hence, high reliability can be accomplished by recognizing the early stages 
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of blade faults formation to minimize its failure events and depends also on external, indirect 

factors, such as the maintenance technique used, the availability of spare parts, the time 

required to repair the wind turbine, etc. [135].  

While the offshore repair time per failure of wind turbine blades is about 15 hours, 

the onshore downtime per failure is about 100 hours [136], as shown previously in Figure 

24. Hence, regular inspection and maintenance planning could make maintenance more 

successful and reduce breakdown situations. Furthermore, wind turbines' operation and 

maintenance constitute about 25-30% of the overall energy generation cost [137, 138]. 

Therefore, the maintenance plan should consider both the increase in reliability and the 

decline in maintenance costs. The wind turbine operation, regular inspection, and 

maintenance approach is geared towards improved condition monitoring systems [135]. 

Table 2 compares the cost and time of some non-destructive flaw diagnosis techniques. It is 

seen that the detection method is either expensive or the acquisition of the results is delayed. 

However, hyperspectral imaging is cost-effective and rapid. 

 

Table 2 : Synopsis on cost and time of results of test methods 

Test Method Cost Time of Results 

Ultrasonics [139] Expensive Immediate 

Eddy Current [139] Expensive Immediate 

Infrared 

Thermography [140] 

Very Expensive Delayed 

Visual Testing [141] Unexpensive Immediate 

Acoustic Emission 

[142] 

Unexpensive Delayed 
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1.3.2 Economic challenges 

Wind turbines, including blades, poles, transport, and construction costs, represent 

the primary cost portion of a wind farm, usually accounting for around 75 percent of the cost 

of production [143]. For instance, rotor blades contribute to around 22.2% of the total 5 MW 

wind turbine costs [143]. 

Wind turbines are typically designed to have a service life of approximately 20 years 

withstanding the vagaries of a specific local wind climate class, but they can endure longer, 

particularly in climates of low turbulence. However, some wind turbines were substituted 

earlier due to their failures which increased the operation and maintenance costs of the wind 

farm [143]. Moreover, according to a 15-year-long study performed in Germany, rotor blades 

breakdown is found to be 7% reported of the total failures [144], as shown in Figure 32. 

Moreover, wind turbine blade failure is very expensive, as when wind turbine blades are 

damaged, the overall wind turbine in itself will be broken down. Thus, more wind loads faced 

the neighboring wind turbines, which led in turn to its breakdown [145]. High construction 

costs and high wind energy leveling costs relative to energy market rates are also 

characteristics that need to be considered when calculating the feasibility of constructing a 

new wind turbine [146]. Hence, regular inspection of blade failures can help decrease the 

operation and maintenance costs of a wind turbine in particular and a wind park in general.  
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Figure 32. Percentages of failure of wind turbine components [144] 

 

1.3.3 Environmental challenges 

Wind turbine blades are vulnerable to damage when continually working in harsh and 

severe conditions, including moisture accumulation, sleet, ultraviolet irradiation, ambient 

degradation, fatigue, and wind gusts or lightning strikes. Thus, WTB suffers from many faults 

and damages [145]. For example, the abrasive airborne particles impact the blade's leading 

edge and particularly the area close to the tip, characterized by its high velocity, and 

ultimately lead to its erosion and cause delamination [147]. In addition, damage and cracks 

can occur around the lightning attraction point [18]. Furthermore, the condition of low 

temperatures and extreme icing contribute to imbalanced loads induced by ice mass on the 

blades that increase fatigue and shorten the lifespan of the framework [148]. 

The key disadvantages of wind farms are the visual effect, noise emissions, 

ecosystem-related problems such as environmental threats to flora and fauna, health risks due 
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to electromagnetic fields and potential causes of accidents, and the end of life defined by the 

wind turbine waste treatment [149].  

For instance, the end-of-life wind turbine is a dilemma that is of high implication. A 

new wind turbine is planned to run for an estimated 20 years. It must be either renewed or 

recycled after this point. The critical issue with the decommissioning process for wind 

turbines is that, except steel, copper, and aluminum, the glass fiber reinforced plastics (based 

on polyester or epoxy) used in the rotor blades have proven difficult to recycle. The choices 

for blade material waste treatment are mechanical recycling (which is a labor rigorous 

process and uses the processed material as a filler in artificial wood, cement, or asphalt), 

incineration, pyrolysis, and landfill, which is the worst alternative [150]. 

Furthermore, the Caithness Wind Farm Information Forum has published a 

comprehensive table covering all reported cases of accidents and incidents related to wind 

turbines that have been identified and verified by press coverage or official releases of 

information up to 30 June 2020. The data include human incidents (deaths, injuries, etc.), fire 

accidents, failures of wind turbine components that cause significant harm (failure of 

structural parts, blade failures, etc.), damage to building and transport, ice throwing, damage 

to the atmosphere (damage to animals mainly to birds, oil leakage contamination, etc.). This 

data clearly reveals that the most common wind turbine accident is blade failure, closely 

followed by fire [151]. A chronological overview of the accidents discussed earlier is shown 

in Figure 33. The pattern is as predicted – more incidents occur as more turbines are installed.  
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Figure 33. Wind turbines accidents and incidents [151] 

 
To reduce the listed environmental risks, existing wind turbines should be inspected 

regularly to detect the blade flaws at their early stage of formation and maintained 

immediately to avoid replacing them with a more significant number of new parts for the 

wind turbines.  

 

1.4 DETECTION METHODS: ADVANTAGES AND INCONVENIENCES 

Several reviews on damage detection methods were presented. Shohag et al. presented 

a fault diagnosis of the rotor blade with structural health monitoring (SHM) [18]. Yang et al. 

did a review on all NDT used in the fault detection in wind turbine blades [152]. To avoid 

premature defects and high maintenance costs, a routine inspection of the wind turbine blades 

must be done[153]. Different methodes are employed for this aim, but each has advantages 

and limitations. This section summarizes the techniques that can be used to detect crack and 

erosion on the wind turbine blade. 
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1.4.1 Acoustic emission testing 

The acoustic emission method passes a signal from a source through a propagation 

medium and is captured by a transducer [154, 155]. This latter sends an electrical signal, 

which parameters indicate the tested sample's state [156, 157]. The wind turbine blades emit 

a non-stationary time-varying acoustic emission signal in the presence of mechanical 

breakdowns or material defects such as cracks and erosion [141, 157, 158]. This method can 

inspect, even during operation, large areas and many micro-damage types [152, 155]. 

However, the static condition is not covered, and errors in processing algorithms can lead to 

misleading results [159, 160]. 

 

 

Figure 34. Acoustic Emission Testing Process [161] 

 

1.4.2 Infrared testing 

Every material whose temperature is over 0K emits infrared radiation due to the 

movement of its molecules. This radiation can be measured using an infrared thermal imager 

receiver [162]. This latter transfers the energy disseminated onto a photosensitive element 

[158]. Infrared thermography displays the heat variation of the examined sample on the 

monitor. In the presence of blade defects, the cooling during the heat conduction process is 

disturbed [163]. The size and shape of the flaws are visualized [164]. This method is highly 
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sensitive, efficient, and relatively easy to implement [165]. Nevertheless, it is costly and hard 

to detect a point temperature [166]. 

 

 

 

Figure 35. Infrared Testing Process [167] 

 

1.4.3 Fiber grating testing 

This method draws incident light into the fiber core using the light sensitivity of 

optical fiber materials. Therefore, its sensor measures the refractive index variations inside 

the fiber core [168]. A fiber grating sensor can be positioned anywhere on the wind turbine 

blade to test and detect any damage signal. Then, the blade damage can be identified by 

analyzing the data [169]. This method helps predict blade lifetime and its stress level. 

Furthermore, it works for either static or dynamic signal defect detection [158]. Yet, this 

method has many drawbacks for long-term monitoring, such as its sensitivity to power source 

alterations [17]. 
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Figure 36. Fiber Grating Testing Process [170] 

 

1.4.4 Ultrasonic testing 

This method uses the change of materials’ ultrasonic diffusion wave reflection and 

energy during the conveyance to detect internal faults [157]. The transit time is used to 

calculate the distance between the surface and the imperfection. Furthermore, the flaw size 

is determined by referring to the echo signal’s size and the transmitting transducer location 

[155]. In the presence of defects, the received signal has reduced wave amplitude and 

velocity, variation in frequency, and others [157, 160]. This method is rapid and inexpensive. 

It is also effective, delicate, and secure. Nonetheless, it is a tough inspection technique, 

especially for non-smooth surface evaluation, and pretentious to subjective and objective 

factors [141, 155]. 
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Figure 37. Ultrasonic Testing Process [171] 

 

1.4.5 Guided wave testing 

This method uses an actuator that generates a high frequency of guided waves [172]. 

They act as stress waves and propagate following the studied sample’s boundaries [173]. If 

the guided waves diffuse in all directions and their regular pattern is changed, structural 

damage such as cracks and erosion is present [152]. This method can inspect large areas for 

external and internal flaws not far from the sensing equipment [174]. However, the guided 

wave detection method’s equipment is expensive and occupies large spaces [175]. 

 

 

Figure 38. Guided Wave Testing Process [176] 
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1.4.6 Thermal imaging 

This method uses the thermoelastic effect [177]. In other words, variations in stresses 

lead to variations in temperature detected by sensors or cameras [17]. Higher temperature 

indicates the presence of defects in the tested region [178]. This method helps in structural 

health monitoring by locating hot spots on the blade and reducing the damage [178]. 

However, it is a costly method. Moreover, conduction and convection processes affect the 

spotting of temperature variations that make the inspection more difficult on a localized scale 

[179]. 

 

Figure 39. Thermal Imaging Process [167] 

 

1.4.7 Terahertz imaging 

This technology inspects dielectric structures in a non-ionizing, non-invasive, and 

non-contact manner by propagating electromagnetic radiations with frequencies ranging 

from 0.1 to 10 THz [152]. The refractive index shows variations in the presence of flaws 

[164]. Flaws are detected using pulse terahertz time-domain spectroscopy, and thickness is 

calculated by comparing the hindrances of the propagating pulses and their echo [180]. 
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Although this method is recommended for detailed inspection of the defect area [181], its 

main drawback is the duration, as the analysis is done point by point [164]. 

 

 

 

Figure 40. Terahertz Imaging Process [182] 

 

1.4.8 Visual inspection 

This procedure is dependent on the technician's experience and vision [183]. Its 

current applications are being broadened to be performed remotely [184] via drones that scan 

and send the image to a processing algorithm for further investigation [185]. This method is 

cheap as no equipment is required if done manually without the use of drone and camera. 

However, it is time-consuming and affected by human subjectivity and light conditions [186]. 
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Figure 41. Visual Inspection Process [187] 

 

Figure 42. Unmanned Vehicle [188] 

 

1.4.9 Tap test 

This method entails lightly striking the inspected structure and listening for variations 

in emitted sound caused by material changes, thickness variations, or the existence of 

material degradation or defects [152]. It can also be automated using a Computer-Aided Tap 

Tester System [163]. This method helps discover irregularities in the tested sample, and its 

results can be automated [189]. However, it leads to ineffective results for thick structures 

[181]. 
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Figure 43. Computer-Aided Tap Tester System [190] 

 

1.4.10 Electromagnetic testing 

This method uses electric or magnetic fields and studies the electromagnetic response 

of the structure [141]. An example is the Eddy Current Testing that produces eddy currents 

at the magnetic field application on a sample [191]. The coil impedance and the intensity of 

these currents change in the presence of faults [192]. This technique is cheap, simple, and 

can detect surface and subsurface flaws [165]. However, it is a time-consuming job [152]. 
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Figure 44. Electromagnetic Testing Process [193] 

 

1.4.11 Vibration analysis 

This method is based on applying external forces to the investigated structure and 

studying its dynamic response as represented by modal specifications and vibration 

characteristics [194]. The change in these responses can detect the flaws, and the location 

can be determined using vibration transducers [160, 189]. This method can be applied during 

both the static and fatigue laboratory tests of wind turbine blades [181]. Nonetheless, it is 

untrustworthy for structural health monitoring since the many transducers on the blade can 

produce false data [155]. 
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Figure 45. Vibration Analysis Process [195] 

 

1.5 CONCLUSION 

To summarize, Chapter 1 presented the different types of wind turbines and their main 

components, statisticts on wind turbines failures, some challenges facing the development of 

the wind energy sector, and finally a  review on some methods used in the wind turbine blade 

monitoring industry for surface defects. However, the following chapter will present an 

extensive literature review on icing morphology and accretion phenomena, and the detection 

methods used for this external problem. Additionally, the drawbacks of ice accumulation on 

wind energy production are cited. 

 

  



 

 

CHAPTER 2 

CRITICAL DISCUSSION OF ICING DETECTION METHODS 

 

2.1 ICING PHENOMENA AND IMPORTANCE FOR WIND ENERGY PRODUCTION AND WIND 

TURBINE SAFETY 

While the windy seasons and increased air density with the falling temperature make 

winters the optimum season for wind energy harvesting, wind turbine icing is the most severe 

hazard to the integrity of wind turbines in cold locations. While total wind power capacity 

reached 800 GW globally in 2020, including 120 GW in the United States alone, statistics 

from the International Energy Agency TCP Task 19 of "Wind Energy in Cold Climates" 

show that wind power installation in cold climates accounts for 30% of total installed wind 

power capacity worldwide. In the climate regions of North America, Europe, and Asia, 

respectively, 72 percent, 94 percent, and 19 percent of wind turbines are exposed to various 

icing incidents [196]. 

It has been discovered that even a mild icing event, such as frost, can cause enough 

surface roughness on turbine blades to significantly lower their aerodynamic efficiency, 

resulting in significant wind turbine power reduction. In the event of severe ice, the wind 

turbine may be unable to start, resulting in the loss of all available electricity for extended 

periods [197].  

Wind turbines in Sweden, for example, were reported to have been shut down for 

over seven weeks during the best operating season due to icing in the winter of 2020. Since 

February 14, 2021, numerous wind turbines on Texas wind farms have been forced to shut 

down due to a winter storm that battered the state. Millions of Texans were affected by the 

over week-long blackouts in Texas, which were partly blamed on frozen wind turbines [196]. 
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During wind turbine operation, ice accretion and irregular shedding can cause load 

imbalances and excessive rotor vibration, which can cause the wind turbine to shut down. 

Icing can potentially cause structural failures in tower structures by raising strains, especially 

when combined with high wind loads. The icing was also discovered to influence 

anemometer dependability, resulting in erroneous wind speed measurements and resource 

calculation inaccuracies. Because of falling and anticipated huge ice chunks, icing difficulties 

can directly impact worker safety in the surrounding area. It's worth noting that the icing risk 

is typically greatest in places where wind turbines are best suited, such as northern latitudes, 

offshore wind farms, and high elevations. In cold weather, wind turbines in these areas are 

more prone to water contamination and icing [196]. 

According to a field study done by Gao et al. (2021) to illustrate the effects of ice 

accretion on the power production of utility wind turbines, it was found that, despite the high 

wind, frozen wind turbines rotated substantially slower and even stopped down repeatedly 

throughout the icing event, with icing-induced power losses of up to 80% [198].  

Various types of icing may appear at various locations. Precipitation icing, in-cloud 

icing, and frosting are the most common types of wind turbine icing. Precipitation icing is 

separated into two types: wet snow and freezing rain, and in-cloud icing is divided into two 

types: rime icing and glaze icing [196]. 

The occurrence of freezing drizzle, freezing rain, or wet snow is connected with 

precipitation icing. When drizzle or rain droplets fall onto a cold surface, they freeze over 

with a relatively high ice density and adhesion strength, resulting in freezing drizzle or rain. 

The drizzle or rain droplets are much larger than the freezing fog for in-cloud icing, ranging 

from 50 microns to 5000 microns [199-202]. Wet snow is most common when the air 

temperature is between -3oC and 0oC. Wet snow adheres to blade surfaces significantly more 

easily than dry snow [203]. Frost icing occurs when the surrounding temperature is below 

the freezing point of water and ice forms on cold surfaces. In comparison to other types of 

icing, frost icing frequently happens overnight with a lower chance of occurrence [204-207]. 

When super-cooled water droplets in the environment, such as freezing fog, impinge 

on a cold surface and freeze into ice, this is known as in-cloud icing. The droplets are usually 
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smaller than 50 microns in diameter. In-cloud icing is the most prevalent type of atmospheric 

icing, and it typically lasts for a long time, making it the focus of wind turbine icing research 

[208-212]. 

Rime icing is most common in areas with relatively dry air and a colder ambient 

temperature, mainly below 20°F, which is typical of wind turbines in Iowa and other Midwest 

states. Glaze icing is typically seen for wind turbines located along the coast in the Northeast 

States and is connected with highly wetted air and warmer ambient temperatures mainly 

above 20°F. The most hazardous sort of ice is glaze ice. Because of its wet nature, glaze ice 

would form far more intricate ice formations over turbine blades. Glaze ice, as opposed to 

rime icing, could have a bigger impact on the aerodynamic performance of turbine blades, 

resulting in a considerably higher icing-induced power loss for wind turbines. When the cold 

air from the north collided with the wet air from the Gulf Coast during the disastrous energy 

collapse in February 2021, this is believed to be what happened to the frozen wind turbines 

in Texas [196]. 

The development of effective and reliable anti-/de-icing devices for wind turbine 

icing mitigation and protection necessitates a thorough understanding of the underlying 

physics, including how ice forms and the performance reduction caused by ice on turbine 

blades [196].  

Moreover, studies describe that ice accretion on solid surfaces can be measured in three 

ways. It can be directly measured by revealing the variations in physical properties such as 

mass, inductance, thermal conductivity, and others. However, indirect measurements are 

related to the change in meteorological situations indicating icings such as wind speed, 

humidity, and temperature. Moreover, a decrease in power production or other icing effects 

is also considered in indirect methods [213]. In comparison, numerical modeling is based on 

creating an empirical model that determines the duration and severity of icing situations 

[214]. 
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2.2 ICING DETECTION METHODS: ADVANTAGES AND INCONVENIENCES 

Several reviews on icing detection methods were presented, and relative conditions for 

ice accretion measurements and various methods employed in ice detection and de-icing 

systems. Parent et al. described the ice precipitation phenomena and its different types [213]. 

To avoid premature icing formation and high maintenance costs, a routine inspection of the 

wind turbine blades must be done[153]. Different technologies are employed for this aim, 

but each has advantages and limitations. Some of these technologies are presented in this 

section. 

 

2.2.1 During the site assessment stage 

To evaluate a blade heating system financially, the severity of icing and the potential 

wind energy during the icing event should be determined [215]. For that, the geometry and 

operation of the turbine and the weather conditions related to icing events (liquid water 

content, temperature, pressure, etc.) should be studied [213]. Unfortunately, the 

measurements of these meteorological parameters are costly or complicated. Furthermore, 

icing duration is empirically calculated [216], and its severity is barely accessible [217]. We 

should also note that the icing events should be measured reliably at the same elevation of 

the top blade tip [214] in the intended implementation site [218] with a radial distance from 

the turbine of 1 km [215]. 

The following lines describe the icing evaluation methods during the site assessment 

phase. 

 

2.2.1.1 Double anemometry and vane 

Icing occurrences can be identified using heated and unheated anemometers when the 

difference in observed wind velocities exceeds 5% [219] and sometimes can achieve 20% 

for values above 2 m/s [220]. This method is cheap, can depict the ice climate and its 
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persistency [219], and is reliable at temperatures around 0oC [221]. However, Craig proposes 

the use of a permanently heated anemometer, an unheated anemometer, and an intermitently 

heated anemometer. This latter is used when detection of 15% difference in wind speeds is 

measured using the other anemometers. With the relative humidity measurements, these 

methods can determine the duration of the ice that affects the blade's performance [222] by 

correlating it to the duration of ice disturbance of the unheated anemometer [219], which is 

longer than the real icing period. Nevertheless, the main drawback of the double anemometry 

method is the difference in elevation between the anemometer and the blade where ice is 

mostly accumulated [223]. Other disadvantages can be the false indication of icing provided 

by the unheated anemometer and caused by low temperatures [219], as this equipment 

displays both higher and lower wind velocities. Furthermore, at zero wind, no indication can 

be provided [224] and at higher values, snowfall can be occurring. Whereas, at lower values, 

inertial characteristics can affect the measurements and provide misleading results. 

Although, Talhaug suggests calculating the standard deviation of an unheated wind 

vane, at temperatures below zero, from 6 succeeding 10-minute averages to state the 

occurrence of an icing event [213].  

 

 

Figure 46. Anemometer and Vane [225] 
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2.2.1.2 Ice sensors 

Ice sensors can be found based on many methodes such as vibrating probes, 

longitudinal wire waves, ice mass measurement method [226], and others [223, 227]. 

However, they are either costly or inaccurate, unreliable, and asynchronous [223]. 

Sometimes, ice sensors undervalue the icing conditions due to the heating cycle. For that, a 

heated detector should be used to determine the severity of the icing event and an unheated 

one to define its duration [213, 223]. 

 

 

Figure 47. Ice Sensors [228] 

 

2.2.1.3 Visibility and cloud base 

In-cloud icing is formed when an object is bounded by a cloud at an approximately 

wind velocity of 2 m/s and a temperature less than 0oC. Clouds can be spotted using 

horizontal visibility or the cloud base height via airport observation, video monitoring, a 

pyranometer, or automatic sensors. 

Ice accretion is detected when the cloudiness index measured by the airport 

observation is higher than 6/8, and the wind turbine is higher than the cloud base altitude. Its 

intensity can be measured using this index [220]. Furthermore, cloud density can be 

numerically determined by video monitoring using tinted poles far from the met mast of 50 
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m to 300 m [229]. At the same time, a pyranometer can detect icing when its measurement 

of solar radiation intensity is less than 300 W/m2 [216]. Lastly, radar and microwave 

radiometers can estimate the liquid water content quickly and automatically detect icing 

events [230]. 

However, this method is very costly and underestimates the real ice accretion [223]. 

 

 

Figure 48. Visibility and Cloud Base Detector [231] 

 

2.2.1.4 Relative humidity and dew point 

Ice events can be identified by detecting humidity higher than 95% with temperatures 

below 0oC. Furthermore, it can also be done using a dew point detector [222]. The first 

method is more applied, but icing conditions are not detected simultaneously with the ice 

detectors, and thus the expectedness of icing events is low [213, 223]. 
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Figure 49. Dew Point Detector [232] 

 

2.2.1.5 Models 

Icing events can be detected using physical mesoscale models and statistical models 

that consider further information such as temperature, wind speed and direction, cloud cover 

and height, and others. Using this method, the frequency and rate of icing can be determined 

[213, 215]. 
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Figure 50. Example of Mesoscale Model [233] 

 

2.2.1.6 Other methods 

Icing incidents can be observed visually by videotaping guy cables, and their thickness 

can be calculated after taking into account the influence of wire vibration. The results of this 

method can be amended using the airport observations of cloud base [234]. Furthermore, 

icing conditions can be spotted using damage examination, such as the failure of power lines 

or climatic poles due to resonance or buckling [213, 224]. 

 

2.2.1.7 Recommendations on methods 

Freezing precipitation and in-cloud icing are responsible for the different results of 

the ice detection methods, which none are always reliable and accurate [235]. It is 
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recommended to measure icing events along with the assessment phase for a minimum of 1 

year using these methods. Furthermore, at least two methods should be used simultaneously 

to facilitate the estimated icing events. None of them shows preeminence on others, and each 

one is appropriate to specific weather and determination [223]. For instance, an ice detector 

could be used with the onsite weather indications. Moreover, the severity, which affects the 

whole ice resulted in production losses, and the duration of icing events, which affects the 

required heating energy, should be measured via different devices [213].  

To have an illustration of the available icing conditions inexpensively, one heated and 

one unheated anemometer should be installed on the tested mast, and chronological cloud 

base height results should be compared to the nearest airport observations. In addition to that, 

a dew point detector intended for the subzero process could help detect the occurrence of in-

cloud icing events [222]. 

 

2.2.2 During the operation stage 

An optimized blade heating system is significantly related to an excellent controlling 

ice detector [236] that spots ice at its accretion start [237] and by that prevents power 

production losses that can sometimes attain 15% [238]. Although blade de-icing techniques 

operated successfully, the ice sensors could not consistently spot the beginning of icing 

events [214]. Moreover, ice detection on wind turbines should be measured by locating the 

sensor, having a high sensitivity to detect small accretion, on the blade tip. It should be able 

to spot icing at different points on the blade [213]. Some of the methods that respect these 

requirements are cited in the following lines.  

 

2.2.2.1 Multiple anemometry 

This method is already explained in the assessment section. The biggest disadvantage 

is the elevation difference between the anemometer's highest attainable location, the nacelle 
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roof, and the blade tip, which makes detecting all in-cloud icing incidents more difficult. 

Furthermore, the turbine wake effect should be taken care of to prevent misleading results 

[235]. 

 

2.2.2.2 Ice detectors 

It is the same method described in the assessment section and most used in anti-icing-

de-icing-system controlling. A heated detector is used to measure the severity of icing and 

the unheated one for its duration [223]. However, slight ice masses cannot be instantly 

detected [215]. 

 

2.2.2.3 Video monitoring 

A webcam in the hub placed on the expected pressure side of the iced rotor blade can 

be used to test the blades’ surface and compare its appropriate resulting information with 

others ice detection techniques. The main drawback of this method is that it is costly, a non-

stop monitoring, and depends on the visibility of the controller [224]. Thus, it can be 

appropriate for a short duration of testing [214]. 

 

Figure 51. Video Monitor [239] 
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2.2.2.4 Power curve 

Continuous monitoring and comparison between calculated and actual production 

power curves with temperature and air pressure measurements should be made to detect icing 

events for stall regulated wind turbines where a power decrease of 50% is suggested as a 

datum [223]. The difference between the calculated production power curve, indicated by the 

anemometer, and the actual production power curve, based on the ice detectors [219], can be 

present for reasons other than icing [214]. 

 

Figure 52. Theoretical and Actual Power Curves [240] 

 

2.2.2.5 Vibration and noise 

Vibration sensors can be linked to the de-icing control system to detect unusual high 

vibrations [222]. After that, the blade starts heating at the onset of turning off the turbine 

[223]. Small masses of ice accretion can also be detected by noticing the rise of aerodynamic 

noise from the rotor blades at higher frequency ranges [224]. Furthermore, more studies 

should be done to determine how the results are affected by the changes in wind velocities 
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and background noises [213]. Along with stall operation, icing cannot be spotted using these 

two methods [223]. 

 

 

Figure 53. Vibration Sensors [241] 

 

2.2.2.6 Recommendations on methods 

To summarize the study results done by Homola et al. (2006), none of the 29 tested 

icing detection methods always show reliable results [214]. The fundamental issue limiting 

the methods' implementation is that the equipment utilized in various ways, such as double 

anemometry and ice collecting cylinders, is situated on the nacelle of the turbine rather than 

on the blade tip. Furthermore, the most suitable methods for icing detection on wind turbines 

are the installation of ice sensors near the blade tip in an inner ultrasound of the blade and a 

capacitance, impedance, or inductance-based sensor, infrared spectroscopy via fiber-optic 

wires, and a flexible resonating diaphragm [213]. 
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2.3 CONCLUSION 

To summarize, the icing phenomena has been presented in this chapter. In addition to 

this, some of the methods for detecting icing events have been detailed in this chapter. In 

spite of the various methods presented, none of these methods presents a powerful method; 

each of these has its corresponding disadvantage from misleading induction due to the 

anemometer-blade tip elevation, visibility, sensitivity to temperature and humidity, and the 

power drop for various reasons. All these drawbacks can be overcome by the use of 

hyperspectral imaging technology which is presented in Chapter 3 and its experimental icing 

results are presented in Chapter 7. 

 

 

 



 

 

CHAPTER 3 

SYNOPSIS ON HYPERSPECTRAL IMAGING TECHNIQUE 

 

With the advancement of remote sensing technologies, the usage of hyperspectral 

imaging is becoming incrementally pervasive. Hyperspectral imaging is based on the capture 

of images in adjacent-continuous visible and infrared wavelengths [242]. It combines 

standard imaging and spectroscopy to obtain spatial and spectral information about a sample. 

This technique allows researchers to analyze the composition of the specimen and 

synchronously visualize its spatial distribution [243]. Accordingly, they obtain a reflectance 

spectrum for each pixel of the scene, which allows them to use this signature in various fields 

of application to find objects, identify materials, or detect processes [244, 245]. 

 

3.1 COMPARISON AMONG BROADBAND, MULTISPECTRAL, HYPERSPECTRAL, AND 

ULTRA-SPECTRAL IMAGING 

Figure 54 depicts the distinction between multispectral and hyperspectral imaging. 

Broadband sensors often generate panchromatic pictures with wide bandwidths. For 

example, WordView-1 produced panchromatic images with a high spatial resolution of 50 

cm. Most multispectral imagers use four fundamental spectral bands: blue, green, red, and 

near-infrared. Some multispectral imaging satellites, such as Landsats 7 and 8, have 

additional spectral bands in the shortwave infrared (SWIR) region [246]. Hyperspectral 

imaging systems are intended to capture images abounding hundreds of contiguous, 

continuous spectral bands with standard bandwidths of 10 nm or less. The NASA JPL 

AVIRIS airborne hyperspectral imaging sensor, for instance, collects spectral data across 224 

continuous frequencies, each with a bandwidth of 10 nm and a spectral range of 400 to 2500 
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nm [247]. Ultra-spectral imaging sensors with very fine spectral resolution could be 

designated for interferometer imaging sensors. Because of the high data rate, these sensors 

frequently, but not always, have a limited spatial resolution of only a few pixels [246]. 

Therefore, the distinction between these remote sensing techniques is not only based on the 

number of bands used or the type of assessment but also on the continuity between the 

spectral bands and their spectral resolution. 

 

Figure 54. Comparison among the remote sensing technique 

By way of illustration, Figure 55 below illustrates the previous explanation; an apple 

can be analyzed differently by using one of the three spectral imaging classes. First, the 

broadband, this remote sensing technique, has a single spectral band. Second, the 

multispectral image is presented where the intensity of the apple can be seen by the bar chart 

in Figure 55. The resulting image contains only several spectral bands, less than 10. In the 

third class, the result of a hyperspectral imager is presented, where a spectral signature of the 

apple is obtained with over 100 spectral bands [248]. 
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Figure 55. Comparison among broadband, multispectral and hyperspectral 

 

3.2 CONCEPT OF THE HYPERSPECTRAL CUBE 

In a metaphorical sense, hyperspectral sensors collect data as a series of pictures. Each 

image represents a spectral band, which is a wavelength range of the electromagnetic 

spectrum. These series are combined to generate a spectral cube. This spectral cube is a three-

dimensional hyperspectral data cube for processing and analysis. The x and y axes represent 

the scene`s two spatial dimensions, and the λ ax represents the spectral dimension [249], 

presented in Figure 56. 

The (x, y, λ) spectral cube represents the different layered and graphical thicknesses 

that could be useful for the overall image analysis. The magnitude of the spectral signature 

is computed by mapping a color to the intensity of the spectral response at various 

wavelengths over a specified spatial area. Because these 3D cubes are formed over a wider 

area than the focal plane array can capture in a single frame, the second dimension of the 

spatial image develops over time [249, 250]. So, spatial resolution is a critical element 

recommended for discriminating attributes. However, this attitude of visualizing allows you 

to identify specific spectral properties in a scene [251]. 
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The hyperspectral cube, often known as the hypercube, is a potent and vigorous 

element for visualizing data in terms of spatial and spectral properties that would otherwise 

be impossible to display in a single format[249, 251]. This hypercube is frequently used as 

an analytical tool at the initial data analysis and exploitation step. As the spectral and spatial 

dimensions decrease, the amount of data required to generate the hyperspectral data cube 

increases. This will lead to a massive volume of computational data [251]. Lossless 

compression ensures that no data is when restored. Thus, the need for lossless image 

compression is required; yet, this type of compression may be ineffective in some 

applications because it does not provide a significant data reduction. The criticality of the 

data defines whether image compression can be applied. 

 

Figure 56. Hyperspectral data cube 

 

3.3 THE NEED FOR DIMENSIONALITY REDUCTION 

Hyperspectral images include far more information than conventional RGB imagery, 

which has both benefits and drawbacks. In fact, hyperspectral imaging of a scene can 

generate a hypercube of order gigabytes in size. This huge amount of data is one of the key 

drawbacks of this spectroscopy technic [249]. However, more than 90% of the information 
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may usually be explained by a small amount of the data due to considerable redundancy. This 

promotes the reduction of the size of hyperspectral images [248]. 

In practice, hyperspectral imagery leads to images of enormous size. Presently, the 

volume of data delivered is constrained by existing bandwidth and onboard storage space. 

As a result, the compression step becomes an essential aspect of the acquisition system to 

improve the ability to store, access, and transfer information [252]. Time continuous 

acquisitions can be made possible via onboard compression in space probes or satellites. The 

compression should ideally be lossless to ensure the highest possible information quality. On 

the other hand, lossless compression algorithms do not provide compression ratios greater 

than two or three [253, 254]. 

Because compression algorithms must be executed onboard prior to space-to-ground 

transfer, information losses due to compression will be irreversible [252]. Although the loss 

of information may be tough to believe, it will allow sensors to gather and send more images 

at a faster rate. Additionally, suppressing less significant information allows for the 

acquisition of more beneficial information. Together with the previously mentioned high 

redundancy in hyperspectral acquisitions, these considerations make users more prepared to 

accept lossy compression, also known as “data reduction.” This is mainly accomplished by 

dimensionality reduction methods applied to the hyperspectral image [255, 256]. Hence, by 

applying these methodes, the spectral dimension λ of the 3-D data cubes (x, y, λ) is reduced 

by their index number. 

 

3.4 HYPERSPECTRAL IMAGE WORKING THEORY 

After describing the hyperspectral image, it is time to present the fundamental principle 

of operation of the hyperspectral sensor. Imaging spectrometers are used to generate 

hyperspectral images [251]. These advanced sensors are made by integrating remote sensing 

and spectroscopic technology [250]. Spectroscopy is the analysis of light beams that are 
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emitted or reflected by materials, as well as its energy variation with wavelength. By means, 

spectroscopy represents the amount of electromagnetic radiation in a wavelength. As applied 

to the field, the hyperspectral sensor receives the reflected light from an inspected target and 

converts this radiation into an electrical signal. Four basic components are required to 

accomplish this process. A focusing lens and a slit, as its name implies, focus the incoming 

light onto the sensor in an incredibly thin but wide light beam. An optical dispersing element 

such as a diffraction grating or prism in the sensor splits this inbound light into a spectrum 

of many narrow, adjacent wavelength bands. And the energy in each band is measured by a 

photoreceptor [249]. 

 

Figure 57. Elements of a hyperspectral imaging sensor 

 

Figure 57 presents a graphical illustration of the elements of a hyperspectral imaging 

sensor. The lens of the hyperspectral imager acquires reflected light as the airborne, or 

spaceborne sensor hovers over a target zone. The gathered beam goes through a series of 

lenses. The light is focused by the lenses to generate an image of the ground. Once the 

incoming light is focused by the lenses, the beam enters a slit through which only a very thin, 

flat beam can pass. The permitted beam is projected onto a diffraction grating. A diffraction 

grating is a finely etched reflective surface that scatters light extremely accurately in its 

spectrum. A charge-coupled device (CCD) receives the scattered beam. These photoreceptors 
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measure the spectral intensities of the scattered beam. They then transform the measured 

intensities into electrical signals [249, 251]. As shown in Figure 58, the output from the 

photoreceptors includes electrical signals for each of the spectral bands for each of the pixels 

in the image. 

 

 

Figure 58. Hyperspectral operating theory  

 

As the fundamental theory of the hyperspectral operating principle is developed in 

the preceding paragraphs, the hyperspectral data cube, shown in Figure 58 above, can be 

produced by using three main scanning modes. These modes are known as whiskbroom (or 

point scanning), pushbroom (or line scanning), and staredown (or area scanning) [246], and 

are seen in Figure 59. 



 

86 

 

Figure 59. Whiskbroom, pushbroom, and staredown spectrometers outputs [257] 

 

The table below summarizes the three scanning modes listed above. 

Table 3 : Scanning modes 

Scanning Mode 

Whiskbroom / Point 

Scanning 

Pushbroom / Line Scanning Staredown / Area 

Scanning 

The whole spectrum is 

obtained at a single point of 

the scene. Light from this 

location passes through the 

objective lens, where it is 

divided into wavelengths by 

a spectrometer and detected 

by a linear array detector. 

After accomplishing 

spectral acquisition, another 

point`s spectrum can be 

captured. 

To complete the hypercube, 

scanning must be done in 

both spatial dimensions 

[249, 251]. 

The spectra of all pixels in a 

single image line are recorded 

at the same time. This method 

yields a two-dimensional data 

matrix with one spatial and 

spectral dimension. While 

scanning across the target area 

in a direction perpendicular to 

the imaging line creates the 

datacube`s second spatial 

dimension. This necessitates 

relative movement between the 

scanned sample and the 

hyperspectral sensor, by 

moving one of the two 

elements (sample or sensor) 

while maintaining the other in a 

fixed location [249, 251]. 

A two-dimensional data 

matrix is acquired by using 

this mode, but the 

collected data represents a 

more traditional image 

with two spatial 

dimensions. Thus, 

collecting a sequence of 

these photos for one 

wavelength band at a time 

yields a complete three-

dimensional data cube. In 

this mode, a tunable filter 

is used to adjust the 

wavelength of the 

incoming light [249, 251]. 
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3.5 APPLICATIONS OF HYPERSPECTRAL IMAGING 

Although hyperspectral technology has been in the area for a few years, it has been 

integrated into various fields, but it has largely been dominated by government and military 

institutions. Particularly, the American Army deployed a program specified to the detection 

of landmines spectral characteristics entitled “Hyperspectral Mine Detection Phenomenology 

(HMDP)” [258]. However, agriculture and mining have traditionally dominated non-military 

applications. The use of commercial off-the-shelf computing equipment to perform real-time 

analysis of hyperspectral imaging data is a relatively new discovery [249]. For instance, 

airborne crop measurement is a popular hyperspectral imaging use. A hyperspectral sensor 

is used to fly over cropland in this manner. The results are evaluated to spectral characteristics 

of common crops. Rural economists can estimate crop yields for the coming harvest more 

promptly using this strategy [243, 256]. Aside from that, here is a list of some of the most 

common hyperspectral imaging applications. First, in the field of biotechnology, the use of 

hyperspectral technologies in biological and medical applications has grown in popularity.  

Obtaining usable data in the laboratory is simple and rapid. They are mainly employed 

in cell biology research, fluorescence microscopy, and wound investigation. Second, this 

technology is booming in popularity for monitoring environmental changes. It is widely used 

to figure out how much CO2 is released into the atmosphere, track pollution levels, map 

hydrological formations, and more [244].  

Third, hyperspectral imaging is widely used in the food industry for a number of 

purposes, including apple bruise detection, seafood freshness inspection, citrus fruit 

inspection, sugar distribution in melons, and potato sorting [259]. Apple bruise, for example, 

is not evident at first and takes a few days to develop a dark color imprint. As a result, this 

technology can be used to trace the early stages of a bruise for quality control purposes. 

Moreover, as hyperspectral imaging is known in the quality control fields, it is commonly 

used to manage drug packaging and powder mixing, as well as to monitor illegal or 

counterfeit drugs. Similarly, in the realm of medical diagnostics, it is utilized for illness 
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diagnosis and prevention, including the early identification of cancer and retinal disease. As 

hyperspectral imaging technology can distinguish precise spectral resolution, thus it is an 

ideal technique for forensic laboratories [251, 260]. It can make the difference between 

analyzing questioned documents, visualizing bloodstains, fiber composition, fingerprint 

enhancement, and many other forensic studies. 

 

 

 



 

 

CHAPTER 4 

PRELIMINARY STUDY 

 

 

Before beginning our research, we explored the possibility of using hyperspectral 

imagery in WTB monitoring to detect surface defects and ice accretion. We have created a 

preliminary experiment for this purpose, in which we will focus on detecting cracks, erosion, 

and ice on composite plates imitating the WTB composite. However, this preliminary study 

is published in “Remote Sensing Applications: Society and Environment” with an article title 

“hyperspectral imaging applied for the detection of wind turbine blade damage and 

icing”[261].  

4.1 MATERIAL PREPARATION 

As samples, three fiberglass composite plates measuring 30 cm in length, 21 cm in 

width, and 0.5 cm in thickness were employed, see Figure 60. Each sample contains one of 

the three types of induced defects defined above. Each defect was tested in detail aside. These 

two induced defects are of the same length of 1.5 cm and the same depth of 0.05 cm, as 

sho”wn in Figure 61, but the only difference is that the erosion appears on the edge of the 

corner of the sample, but the crack emerges in the middle of the fiberglass sample. Similarly, 

a portion of the third sample is covered with 0.5 mm thick ice. Spectral signatures are 

obtained using an ASD FieldSpec4 spectroradiometer, presented in Figure 62. The spectral 

range of this spectroradiometer is 350 to 2500 nm, with a spectral sampling of 1 nm. 
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Figure 60. Specimen of composite plates 

 

 

Figure 61. Faults on the tested specimen 

 

 

Figure 62. ASD FieldSpec4 
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4.2 EXPERIMENTAL PROCEDURE 

After preparing the fiberglass samples with the corresponding defect, the methodology 

that was used is as follow: 

Each of the samples was induced with one type of surface defect. Also, to prepare the 

ice sample, cold water was sprayed on the sample and put in the freezer at a temperature of -

27ºC. Then, the signature of each defect was retrieved, and the signature of the fiberglass 

was used as a reference. The faults were dispersed on the fiberglass image at different 

locations. To clarify, the crack signatures can be found in different pixels in the normal 

fiberglass imaging data. Similarly, in the case of erosion, the image has the same number of 

defects. Ice signatures can be found in an area of the fiberglass image in the case of ice. The 

hyperACE algorithm is then employed in the detection procedure, which is based on the 

cosine/coherent adaptive estimator technique described in Appendix I. 

To detect lighter defects using HSI (HyperSpectral Imaging), the spectral signature of 

each defect is combined with the spectral signature of the fiberglass sample as described in 

the following equation:  

𝑚𝑒𝑟𝑔𝑒𝑑 𝑠𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒 =  𝛼. 𝑓𝑎𝑢𝑙𝑡 𝑠𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒 + (1 −  𝛼). 𝑛𝑜𝑟𝑚𝑎𝑙 𝑠𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒 (1) 

Where α denotes the fault signature percentage. After that, the merged signature is introduced 

into the fiberglass sample image, which is then checked by the detection algorithm. By 

merging the signatures, we are experimenting with the effect of fault size. 

The datacube is subjected to a band reduction algorithm to determine the optimum number 

of bands while retaining a high detection probability. Hyperspectral images usually present 

a high degree of end-to-end spectral band correlation. Consequently, reducing redundant data 

would reduce the volume of data that needed to be evaluated. So, to eliminate redundancy, 

Mutual Information (MI) and Net Analyte Signal (NAS) are used (see Appendix I). The MI 

is a tool that compares two images and determines how similar they are. Thus, images with 

low similarity are taken for further study in order to reduce duplicate information. Photos 
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with minimal similarity are taken for further study to remove redundant information. The low 

similarity image is next subjected to NAS, where NAS is a component of the analyte gamut 

that is unique to that analyte (Lorber, 1986). Furthermore, NAS is a useful method for 

determining a signal`s figures of merit. Later, these figures of merit are utilized to compare 

different models in an optimum number of bands. 

 

Figure 63. Acquisition of ice signature 

 

 

Figure 64. Acquisition of erosion signature 

 

4.3 PRELIMINARY RESULTS 

After the acquisition, the data processing in the hypercube is a crucial step before the 

detection procedure. First, the spectral analysis is accomplished to differentiate the elements 
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that make up the hypercube. It is based on a comparison of spectra in the data cube with a 

target`s reference signature. This analysis will enable the detection of a target`s concentration 

and distribution in a scanned image. 

4.3.1 Crack 

The spectral signature of the crack surface versus the normalized reflectance is 

presented in the figure below. 

 

Figure 65. Spectral signature of cracked versus normal fiberglass composite 

 

As shown in Figure 65, the spectral signature of the crack has a higher mean than that 

of the fiberglass sample. We can deduce that the crack has the same signature shape but a 

higher reflectance than the surface material. As stated in the previous section, several surface 

cracks are present in the composite fiberglass, and a detection algorithm was tested on it. The 

reflectance of the fiberglass sample is shown in Figure 66a. At the crack`s position, the 

reflectance reaches its maximum levels. The spikes in this figure can then be used to identify 
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the location of these imperfections. Figure 66b depicts the detection probability of the cracks 

provided. The detection probability changes based on the crack reflectance abundance factor 

and its size. For example, the detection probability for an abundance factor of 80% of crack 

was shown to be about 85% in this figure, while the detection probability for a full-crack 

abundance factor was shown to be 100%, and the detection probability for an abundance 

factor of 20% of crack was nearly 25%. 

 

 

Figure 66. Detection process of crack a) reflectance distribution b) defect probability 

 

The detection probability of non-crack signature is less than 0.1, as indicated by the 

blue plane. As mentioned in equation (1), the signature of the crack defect is combined with 

the signature of the composite material. The merged signature will support our research on 

the impact of surface defect size on HSI detection. The optimum number of bands is obtained 

by reducing the image with the merged signature while preserving a high detection 

probability. Mutual information (MI) reduces the 1827-band image to 193 bands, which is 

then fed to the NAS algorithm for further reduction. Table 4 summarizes the results of band 

reduction with different percentages of fault signature using NAS. The effect of size 

reduction and different percentages of fault insertion on the detection probability is presented 
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in Table 4. A good detection probability of 92.31% is maintained in the case of 10% of the 

crack signature, a 1.5 mm long crack, and after applying a 40% reduction to the image to 

achieve 116 bands. With only 20 bands, the chance of detection increases to 100% if the 

crack size is extended to 10.5 mm (90% reduction). This table demonstrates that as the fault 

size grows more prominent, the number of bands required decreases. 

 

Table 4 : Crack sample results 

Crack 

Fault Insertion Band Reduction Detection Probability 

0.1 crack + 0.9 sample 

 

90% 7.69 % 

80% 7.69 % 

70% 23.08 % 

60% 61.54 % 

50% 84.62 % 

40% 92.31 % 

30% 92.31 % 

20% 100.00 % 

0.2 crack + 0.8 sample 

90% 38.46 % 

80% 92.31 % 

70% 92.31 % 

60% 92.31 % 

50% 92.31 % 

40% 100.00 % 

0.3 crack + 0.7 sample 

90% 92.31 % 

80% 92.31 % 

70% 92.31 % 

60% 100.00 % 

0.4 crack + 0.6 sample 

90% 92.31 % 

80% 92.31 % 

70% 100.00 % 

0.5 crack + 0.5 sample 
90% 92.31 % 

80% 100.00 % 

0.6 crack + 0.4 sample 
90% 92.31 % 

80% 100.00 % 

0.7 crack + 0.3 sample 90% 100.00 % 

0.8 crack + 0.2 sample 90% 100.00 % 

0.9 crack + 0.1 sample 90% 100.00 % 
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4.3.2 Erosion 

 

Figure 67 below presents the spectral signature of the eroded sample versus the 

normal fiberglass reflectance. 

 

Figure 67. Spectral signature of eroded versus normal fiberglass composite 

 

The spectral signature of the surface crack has a lower mean than that of the fiberglass 

composite, as illustrated in Figure 67. The erosion has the same signature form as the surface 

material with a lower reflectance. The composite fiberglass image had a corner erosion 

signatures, as described in the material preparation section, and a detection algorithm was 

evaluated on this image. The reflectance of the fiberglass specimen is shown in Figure 68a. 

At erosion`s position, the reflectance reaches its lowest value. The position of these defects 

can be determined using the vertical nearly blue planes illustrated in Figure 68a. 



 

97 

 

Figure 68. Detection process of erosion a) reflectance distribution b) defect probability 

 

Figure 68b depicts the detection probability of the presented erosion. The probability 

of detection varies according to the severity of the erosion. For example, we can see that this 

figure presents high probability detection values on severe erosion locations. On the other 

hand, these values are at their lowest values in areas with light erosion. As stated in equation 

(1), the signature of erosion is combined with the signature of the composite sample. After 

that, the image with the merged signature is reduced to acquire the optimal number of bands 

while keeping a high detection probability. The MI on the damaged specimen results in a 

drop in the number of bands from 1827 to 157. At that moment, NAS reduces the resultant 

image, and these reduction results are summarized in Table 5: Erosion sample results. 

Table 5: Erosion sample results 

Erosion 

Fault Insertion Band Reduction Detection Probability 

0.1 erosion + 0.9 sample 90% 0.00 % 

80% 15.39 % 

70% 46.15 % 

60% 53.85 % 

50% 69.23 % 

40% 84.62 % 
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30% 92.31 % 

20% 92.31 % 

10% 92.31 % 

0.2 erosion + 0.8 sample 90% 38.46 % 

80% 84.62 % 

70% 92.31 % 

60% 92.31 % 

50% 92.31 % 

40% 100.00 % 

0.3 erosion + 0.7 sample 90% 76.92 % 

80% 92.31 % 

70% 92.31 % 

60% 100.00 % 

0.4 erosion + 0.6 sample 90% 92.31 % 

80% 100.00 % 

0.5 erosion + 0.5 sample 90% 100.00 % 

0.6 erosion + 0.4 sample 90% 100.00 % 

0.7 erosion + 0.3 sample 90% 100.00 % 

0.8 erosion + 0.2 sample 90% 100.00 % 

0.9 erosion + 0.1 sample 90% 100.00 % 

 

4.3.3 Icing event 

The icing event differs from the other two cases represented above. The spectral 

reflectance of ice presents a total absorption at 1400 nm, see Figure 69. 
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Figure 69. Spectral signature of ice versus normal fiberglass composite 

 

Figure 70 illustrates the results of the hyperACE algorithm in the ice detection 

procedure.  

 

Figure 70. Detection of icing event a) reflectance distribution b) defect probability 
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In Figure 70a, we can see that the reflectance is at its lowest values where ice is 

present, about 0.12, and highest at no-ice regions, with a value of 0.21. The hyperspectral 

imaging technology (HSI) has a lot of potential in detecting icing problems, as shown in 

Figure 70. The ability of HSI to identify ice with a thickness of 0.5 mm was demonstrated in 

Figure 70b. A 100% detection probability is reached at ice accumulation spots, while no-ice 

areas have a 10% detection probability. As mentioned in equation (1), the ice signature is 

combined with the signature of the fiberglass composite sample. The image is reduced by MI 

from 1827 to 874 bands only, following the same approach as for the crack fault. Table 6 

summarizes the results after applying NAS on the reduced image. 

Table 6 : Ice sample results 

Icing 

Fault Insertion Band Reduction Detection Probability 

0.1 ice + 0.9 sample 

90% 86.36 % 

80% 97.73 % 

70% 100.00 % 

0.2 ice + 0.8 sample 90% 100.00 % 

0.3 ice + 0.7 sample 90% 100.00 % 

0.4 ice + 0.6 sample 90% 100.00 % 

0.5 ice + 0.5 sample 90% 100.00 % 

0.6 ice + 0.4 sample 90% 100.00 % 

0.7 ice + 0.3 sample 90% 100.00 % 

0.8 ice + 0.2 sample 90% 100.00 % 

0.9 ice + 0.1 sample 90% 100.00 % 

 

The effect of ice thickness and data-cube reduction is considered in Table 6. With 

only 88 bands, the HSI can detect ice development at a thickness of 0.1 mm in a strong and 

dependable manner. 

According to the findings, HSI has a high potential for detecting all forms of crack, 

erosion, and ice accretion at an early stage of production robustly and dependably. HSI 

detected ice with a thickness of 0.5 mm in this simulation and demonstrated the ability to 
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detect ice with a thickness of 0.1 mm. There was also a demonstration of the detection of 

light surface faults. 

After presenting these preliminary results of the potential of hyperspectral imaging in 

the diagnosis of wind turbine blades, this technology was applied on a real wind turbine 

blade, as detailed in the next chapters. 

  



 

102 

 

 



 

 

CHAPTER 5 

EXPERIMENTAL SETUP 

 

The methodology followed to achieve the main objective depends on the selection of 

the sensors, the experimental setup, and the performance of some other activities. After the 

preliminary experiment presented in Chapter 4, an experiment was done on a real WTB 

sample, with some predefined surface defects and icing. In this chapter, a detailed 

explanation of that experiment is presented. 

 

5.1 SENSOR SELECTION 

After a preliminary review of available sensors, it was determined that hyperspectral 

imaging technology (HSI) offers some advantages for detecting cracks, erosion, and ice that 

may reduce some of the limitations associated with the other monitoring systems summarized 

above. This work aims to introduce the hyperspectral imaging technique into the world of 

blade inspection methods. The fundamental concept of HSI is that radiance reaching every 

pixel is fractured into very many narrow adjacent wavelengths [181, 262]. These spectral 

bands constitute the spectral signature of the object being scanned. HSI provides both spatial 

and spectral information, which creates a three-dimensional data cube, identified as 

“hypercube data” or as an “image cube” [263]. As stated, each material or object has its 

signature which is used in detection and classification processes. For instance, ice detection 

using HSI depends on the difference in spectral signatures between the accreted ice and the 

blade surface. For this application, the ice and the blade shell will mutually reflect energy at 

distinct ratios giving a difference in the reflectance of each type of material. 
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We apply hyperspectral imaging of a wind turbine blade section for fault detection, like 

crack, erosion, and ice accretion. For this purpose, we use three hyperspectral sensors. These 

sensors cover a bandwidth from 300 to 1700 nm with a spectral resolution of 3 nm. These 

three sensors, shown in Figure 71, cover the range from 340 to 840 nm, 640 to 1050 nm, and 

950 to 1700 nm, respectively. 

 

 

Figure 71. 340-840 nm Sensor 

 

Figure 72. 640-1050 nm 

Sensor 

 

Figure 73. 950-1700 nm 

Sensor 

 

5.2 EXPERIMENTAL SETUP 

The GFRP blade sample illustrated in Figure 74 has 53.0 cm in length, 34.5 cm in 

width, and a thickness of 4.0 cm. Also, we induced some predefined cracks and erosion on 

the blade. These faults were of different sizes ranging from unseen defects to severe ones 

dispersed between 13 cracks and 22 erosions. Furthermore, to accrete ice on this sample, as 

shown in Figure 75, cold water was sprayed on it, then placed in the freezer at a temperature 

of -25oC to be frozen. This work is done at different stages to achieve the required thickness 

(0.5 mm, 0.7 mm, 4 mm, and 7 mm). Finally, with the required conditions being available, 

the GFRP sample is scanned pixel per pixel using the hyperspectral sensors in turn, as 

illustrated in Figure 76. After this procedure, a data cube of information will be gathered. 
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Figure 74. Blade section 

 

Figure 75. Ice accretion on blade sample 

 

Figure 76. GRFP Setup for scanning 
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5.3 ACTIVITIES 

Before starting the experiment, two reference signals must be retrieved: the white 

reference and the dark reference signal. These two signals will be used in the image 

calibration phase using the equation: 

  𝐻𝐼𝑛 =
𝐻𝐼−𝐷

𝑊−𝐷
         (2) 

In equation (2), 𝐻𝐼𝑛 is the calibrated/normalized image, HI is the retrieved/scanned 

image, D is the dark reference signal, and W is the white reference signal. 

The original hyperspectral image, built on black and white reference images, can be 

arranged into reflectance mode. While the dark reference picture suppresses the area 

detectors’ obscure current effect, the white reference picture stands for the uppermost 

intensity values. Then, the sample blade is scanned with the sensors for the acquisition of the 

hyperspectral image. However, this image should be normalized to detect crack, erosion, and 

icing. 

After the calibration phase, a normalized data cube is built. 542 bands compose this 

hyperspectral image.  

Also, a preprocessing step removes the effect of dust and moisture on the blade. The 

spectra of the physical effects are removed to boost the resulting diversified regression, 

classification model, or exploratory research. This hypercube is fed into the detection 

algorithm “hyperACE” to check the detection capacity and ensure a 100% detection for 

crack, erosion, and icing signals [264, 265]. For each vector of this hypercube, we compute 

a metric that describes the degree of similarity between the pixel and the fault we are looking 

for. After that, we select a threshold to distinguish suspicious spots from normal ones. 

Changing this threshold affects the probability of detection as well as the FAR. In this thesis, 

we set the threshold for all targets to be detected, and then we registered the obtained FAR. 

By the way, the performance metrics Pd and FAR are defined as follow; Pd represents the 

probability of correctly detecting a fault, while the FAR states the percentage of false 
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positives samples from the total negatives samples. Spectral data of modern spectroscopy 

technologies have many wavelengths that make the computation complex, the detection 

ineffective, and the inspection slow. A band reduction reduces the computational time needed 

and the amount of data computed during the detection process [252, 266]. We select the 

optimal variables and the calibrated wavelengths using Multicriteria Classification and Net 

Analyte Signal algorithm. The Multicriteria Classification focuses on preserving the rare 

event inside the scene scanned while maintaining an optimum band reduction [252]. Also, 

the Net Analyte Signal algorithm has a vital role in computing the figures of interest in a 

calibrated model’s characterization [267]. Hence, optimum bandwidth can be obtained [268]. 

Figure 77 illustrates the flowchart for the hyperspectral imaging experiment. 

 

 

Figure 77. The flowchart of the methodology of the hyperspectral imaging experiment 
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After presenting in Chapter 5 the followed methodology during this study, the result of 

the crack and erosion faults are detailed in Chapter 6 while the results of the icing events are 

presented in Chapter 7. 

 

 

 



 

 

CHAPTER 6 

WIND TURBINE BLADE FLAWS DETECTION USING HYPERSPECTRAL 

IMAGING 

To enlighten the enhancements of the results obtained using hyperspectral imaging, 

RGB image results are cited and compared. However, all the results discussed in this chapter 

are published in the journal “Remote Sensing Applications: Society and Environment – 

ELSEVIER” under the title of “wind turbine blade defect detection using hyperspectral 

imaging”[269]. 

 

Before exploring the following chapters, it is a necessary to specify how the RGB 

image is constructed. After scanning the blade sample with the hyperspectral sensors and 

building the 3D datacube, the RGB image is extracted from this 3D cube by choosing only 

the wavelengths corresponding of the red, green, and blue colors (625-740 nm, 520-565 nm, 

430-500 nm respectively)[270]. Then, this figure is fed into a detection algorithm resulting 

the outcomes presented in section 6.1 and 7.1. 

6.1 RGB 3-BAND BLADE IMAGE RESULTS 

RGB imaging mimics human eye vision by scanning images through three filters (red, 

green, and blue) wavelengths. 

Table 7 shows the detection probability (Pd) and false alarm rates (FAR) of crack, and 

erosion using the RGB image. The probability of crack detection using RGB is a full 

detection. Furthermore, the false alarm rate using RGB images for crack detection is 0%. In 

other words, RGB can detect crack faults without any false errors. In comparison, the 

probability of detecting erosion using RGB is 100.00%. The false alarm rate using RGB 
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images for erosion detection is 77.55%. In other words, RGB shows unsatisfactory results in 

erosion detection on the surface of the wind turbine blade specimen. 

 

 

Table 7 : The detection probability (Pd) and false alarm rates (FAR) of fault types using an 

RGB image 

 
Pd (%) FAR (%) 

Crack 100.00 0.00 

Erosion 100.00 77.55 

6.2 FAULT SIGNATURE RETRIEVAL 

The explored faults of the wind turbine blade specimen are of three types: crack, 

erosion, and icing, as shown in Figure 82. Crack and erosion real images were shown 

respectively in Figure 78 and 79. 

Figure 78 illustrates a hairline crack (scratch) on the wind turbine blade specimen’s 

surface, one type of external flaw that splits the surface without crashing apart. Figure 79 

presents a light erosion, a different shell fault that gradually destroys the surface and 

diminishes the structure. The severe ones, severe crack, and severe erosion are shown 

respectively in Figure 80 and 81. 
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Figure 78. Minor crack on the blade 

specimen 

 

Figure 79. Light erosion on the blade 

specimen 

 

Figure 80. Severe crack on the blade 

specimen 

 

Figure 81. Severe crack on the blade 

specimen 

 

Figure 82. Ice on the specimen 

 

 

Reflectance mode allows us to inspect these surface flaws on the wind turbine blade 

and avoid specular reflection. The illuminated sample absorbs a small portion of the incident 

light, whereas the largest percentage of the reflected light conveys the more appreciated 
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information. The detector stands opposite to the light source to capture this data, the spectral 

signatures, as described in the following paragraphs. 

The illustration of the crack surface signature with its different width value, in red, 

and that of the undefective blade signature, in blue, are shown in the following figures. The 

crack widths in Figure 86 are respectively 0.1, 0.3, 1.0, and 2.0 mm. These figures prove that 

the crack reflectance values for the different tested thicknesses are lower than those of the 

normal blade signature for the wavelengths ranging between 300 and 600 nm and between 

1000 and 1700 nm. Whereas, between these two ranges, the normal blade signature achieves 

higher reflectance values than the crack signature. The obtained crack signature differs from 

that obtained in the preliminary study (Chapter 4) due to the use of different materials 

representing the WTB sample. Each material has its own reflectance properties. The 

difference in reflectance values for these two signatures is not very important in Figure 83, 

where the tested crack width is 0.1 mm. For instance, these two signatures overlap for 

wavelengths less than 1000 nm. This difference increases and is easily noticeable in Figure 

84 with crack width growth. We note that the normal blade signature and the crack signature 

have the same shape and achieve their peaks at the same wavelengths, such as 600, 800, 

1100, 1300, and 1500 nm. 
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Figure 83. The spectrum of 0.1 mm width 

crack versus normal blade signature 

 

Figure 84. The spectrum of 0.3 mm width 

crack versus normal blade signature 

 

Figure 85. The spectrum of 1.0 mm width 

crack versus normal blade signature 

 

Figure 86. The spectrum of 2.0 mm width 

crack versus normal blade signature 

 

Figure 87 and Figure 88 present the erosion flaw blade surface’s spectral signature 

ranging from light to severe, in red, versus normal blade surface signature in blue. For the 

light erosion signature illustrated in Figure 87, its reflectance is lower than that of the normal 

blade for the wavelength range between 300 and 400 nm. Then, for wavelengths between 

400 and 500 nm, these two signals overlap. After 500 nm, the spectral signature of light 

erosion is higher than the normal blade signature. This difference switches starting for 

wavelengths higher than 1000 nm. Slope variations are similar for both signatures, and peak 
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locations appear at the same wavelengths, 600, 800, 1100, 1300, and 1500 nm. Furthermore, 

a zero-reflectance value appears for a wavelength of 1700 nm. For the severe erosion 

illustrated in Figure 88, the reflectance signature is lower than the normal blade for the 

wavelengths ranging between 300 and 1700 nm. The difference is as large as 50%. Same 

signature shapes are noticeable for the normal and severe erosion signature with peaks at 

wavelengths equal to 600, 750, 1100, 1300, and 1500 nm. 

 

 

Figure 87. The spectrum of light erosion 

signature versus normal blade signature 

 

Figure 88. The spectrum of severe erosion 

signature versus normal blade signature 

 

6.3 HYPERSPECTRAL IMAGE ACQUISITION 

Figure 89 and Figure 90 illustrate a 3D hyperspectral cube image of the wind turbine 

blade specimen consisting of one wavelength and two spatial dimensions. It comprises 542 

bands, 44 pixels in blade length and 29 pixels in blade width. It results from scanning the 

wind turbine blade specimen by moving the detector along two spatial dimensions. This data 

cube presents the blade specimen over 542 layers of different frequencies. The reflectance is 

increased from light red to dark red. 

Figure 90 shows that the reflectance intensity varies differently in the region with 

accreted ice and in faulty regions. Furthermore, it varies with the wavelength in an 
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unarranged manner, slightly different along with the wind turbine blade specimen where ice 

accretion occurs. For instance, at the uppermost band index, the reflectance is around 0.8 at 

regions of faults and negligible elsewhere.  

 

 

Figure 89. 3D hyperspectral cube of the 

wind turbine blade specimen 

 

Figure 90. 3D Blade image with iced 

section 

 

6.4 FULL-SPECTRUM FLAW DETECTION 

At this step, the hyperACE algorithm is applied based on an adaptive cosine/coherent 

estimator algorithm to detect crack, erosion, and ice accretion regions. It sees the points of 

defects by scanning the sample and locating the faults on its signature. The detection 

probability of these types of flaws (crack and erosion) is 100%, and the likelihood of its false 

alarm rate is 0%, as shown in Table 8. We conclude that this detection algorithm using the 

hyperspectral imaging technique leads to a full and reliable detection of these flaws. 
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Table 8 : The detection probability (Pd) and false alarm rates (FAR) for defect types using 

a hyperspectral image 

 
Pd (%) FAR (%) 

Crack 100 0.00 

Erosion 100 0.00 

 

The crack abundance factor on a 2D illustration of the wind turbine blade surface 

appears in Figure 91. In this figure, the regions free of cracks are dark blue, light crack 

locations are light blue, and severe ones are yellow. Figure 92 presents a 3D illustration of 

the crack detection on the wind turbine blade sample’s surface. In this figure, the cracks on 

the surface of the wind turbine blade specimen appear as spikes. Their severity is indicated 

by the scaled color, as for the 2D illustration, and the spike height. The cracks of width less 

than 1 mm appear as light cracks, and the others as severe ones. 

 

 

Figure 91. 2D illustration of the crack 

detection 

 

Figure 92. 3D illustration of the crack 

detection 
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Figure 93 displays the erosion abundance factor in a 2D illustration of the wind turbine 

blade sample. In this figure, dark blue indicates the areas uneroded, light blue designates the 

light erosion regions, and yellow, the severe ones. Also, a 3D representation of the erosion 

inspection of the blade sample appears in Figure 94. The spikes represent the eroded regions. 

The light erosion spikes have the top in light blue, the severe ones in yellow, and the uneroded 

areas appear dark blue. As shown in Figure 93 and Figure 94, light and severe erosion are at 

two corners of the wind turbine blade sample’s surface.  

 

 

Figure 93. 2D illustration of the erosion 

detection 

 

Figure 94. 3D illustration of the erosion 

detection 

 

6.5 RGB VERSUS HYPERSPECTRAL IMAGING 

The hyperspectral imaging technique shows a complete crack and erosion detection of 

100% without any false alarm rate. Although a 100% detection probability using the RGB 

analysis for both faults (crack and erosion) was 100%, this technic presented a high false 

alarm rate in the erosion case; 0.00% and 77.55% is detected as false alarm rate respectively 

for crack and erosion detection using the RGB method. 
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In conclusion, hyperspectral imaging, consisting of multiple monochromatic images and a 

wide range of continuous wavebands, is superior to RGB images for blade flaw detection. 

These characteristics demonstrate hyperspectral imaging capacity to detect external surface 

defects (crack and erosion accretion at their early stages of formation) otherwise misleading 

results using the naked eye or conventional RGB image analysis.  

After achieving the 100% detection probability and decreasing the computational time and 

the amount of data computed, a band reduction should be performed. 

 

6.6 SPECTRUM REDUCTION 

Finally, we explored the detection performance using a reduced spectrum to accelerate 

image processing. Table 9 presents the detection performance parameters (Pd and FAR) with 

a band reduction of the image’s full spectrum. The original hyperspectral image consists of 

542 bands. After performing a 90% reduction, only 55 bands are required to maintain a 100% 

detection of crack and erosion. The bandwidth ranges from 706 to 822 nm. 

 

Table 9 : Summary of band reduction results 

Percentage of Reduction Number of 

Bands 

Crack Erosion 

Pd FAR Pd FAR 

95% 28 62.07% 37.93% 79.59% 20.41% 

90% 55 100.00% 0.00% 100.00% 0.00% 

80% 109 100.00% 0.00% 100.00% 0.00% 

70% 163 100.00% 0.00% 100.00% 0.00% 

60% 217 100.00% 0.00% 100.00% 0.00% 
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50% 271 100.00% 0.00% 100.00% 0.00% 

40% 326 100.00% 0.00% 100.00% 0.00% 

30% 380 100.00% 0.00% 100.00% 0.00% 

20% 434 100.00% 0.00% 100.00% 0.00% 

10% 488 100.00% 0.00% 100.00% 0.00% 

 

 

After all the results presented in this chapter, HSI presented an accurate and sensitive 

technology capable of quantifying, qualifying, and locating the surface defects studied from 

the crack or the erosion by offering the spectral signature of each defect. Also, these defects 

can be detected by using only 55 bands instead of 542 bands, mainly in the bandwith ranging 

from 706 to 822 nm without any false alarm unlike the RGB image which presented an ability 

to detect these types of defects accompanied with a high false alarm rate. Thus, HSI is one 

step ahead of other monitoring conditions. 
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CHAPTER 7 

WIND TURBINE BLADE ICING DETECTION USING HYPERSPECTRAL 

IMAGING 

 

To enlighten hyperspectral imaging performance, we compare the results with RGB 

images. However, all the results discussed in this chapter are published in the journal 

“Remote Sensing Applications: Society and Environment – ELSEVIER” under the title of 

“wind turbine ice detection using hyperspectral imaging”[271]. 

 

7.1 RGB 3-BAND BLADE IMAGE RESULTS 

RGB imaging mimics human eye vision by scanning images through three filters (red, 

green, and blue) wavelengths. The same procedure stated in Chapter 6 has been done. For 

instance, in our experiment, the probability of icing detection is 100.00%, and the false alarm 

rate of icing is 94.44%. 

 

7.2 ICE FAULT SIGNATURE RETRIEVAL 

Ice covers a large surface of the blade, as shown in Figure 95. The thickness of the ice, 

as cited before, is 0.5 mm, 0.7 mm, 4 mm, and 7 mm. 
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Figure 95. Ice on specimen 

The following figures present the normal blade spectral signature in blue versus the 

ice spectrum in red color for different thicknesses. The ice thickness in Figure 96,Figure 97, 

Figure 98, andFigure 99 is 0.5 mm, 0.7 mm, 4.0 mm, and 7.0 mm. In Figure 96 andFigure 

97, the two signals almost overlapped for the wavelengths ranging between 400 and 600 nm. 

Starting from around 600 nm, the ice reflectance is lower than the clean blade signature 

reflectance and becomes zero at approximately 1450 nm. At about 600 nm, the ice reflectance 

is 0.2, and the clean one is almost 0.3. 

Furthermore, we can notice that the peaks in signatures have the same wavelength. In 

other words, the shape of the graphs is similar for the clean and the iced blade. We observe 

similar behavior for the results in Figure 98. Still, the ice reflectance becomes zero at 

approximately 1500 nm and then increases slightly to a reflectance of about 0.01 and 

decreases again to zero at 1700 nm. We should note that we have a total ice absorption of 

emitted light at zero reflectance. 
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Figure 96. The spectrum of 0.5 mm ice 

thickness versus clean blade signature 

 

Figure 97. The spectrum of 0.7 mm ice 

thickness versus clean blade signature 

 

Figure 98. The spectrum of 4.0 mm ice 

thickness versus clean blade signature 

 

Figure 99. The spectrum of 7.0 mm ice 

thickness versus clean blade signature 

 

7.3 HYPERSPECTRAL IMAGE ACQUISITION 

After performing the scanning and calibration stages described before, the result shown 

in Figure 100 is a scanned blade image having 29 by 44 pixels over 542 bands. This data 

cube presents the blade specimen over 542 layers of different frequencies. The reflectance 

increases according to the color scale in the figure. We notice, confirming the previous 

section's conclusion, that ice reflectance at each band index is lower than the normal 



 

124 

reflectance of the clean blade, that icing is accreted over a length of 15 cm at one side of the 

blade along its width. 

 

 

Figure 100. 3D Blade Image with partial icing 

 

7.4 FULL-SPECTRUM ICE DETECTION 

The hyperimage consisting of 542 bands, shown in Figure 100, is fed into the detection 

algorithm. The hyperACE algorithm shows an ice probability detection of 100% and a false 

alarm rate of 0%. These results are visualized in 2D in Figure 101 and 3D in Figure 102.  

Figure 101 and Figure 102 show that the probability of detection for the region where 

ice is accreted, for the different mentioned thickness, is 100%, and this probability achieves 

0% where no icing is present.  
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Figure 101. 2D Illustration of ice detection 

 

 

Figure 102. 3D Illustration of ice detection 
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7.5 RGB VERSUS HYPERSPECTRAL IMAGING 

The hyperspectral imaging technique shows a complete ice detection of 100%, the 

same as in the case of an RGB image.  However, no false alarm rate (FAR) is shown in 

hyperspectral imaging, whereas 94.44% false alarm rate occurs with the RGB case. Hence, 

hyperspectral imaging shows a robust ability to detect ice at its early stages of accretion. For 

instance, a human eye cannot notice a 0.1 mm ice thickness but can be detected using 

hyperspectral imaging. After achieving the 100% detection probability, we decrease the 

computational time and the amount of data by performing a band reduction. 

 

7.6 SPECTRUM REDUCTION 

Transforming the "hyper image" through multicriteria classification, we reduce the 

number of bands from 542 to 134. In other words, 134 bands are enough to detect the ice 

accumulation while maintaining the rare event in the resulted scene. These bands are from 

354 to 636 nm, 740 nm, 776 nm, 824 nm, 992 nm, 1020 nm, from 1400 to 1450 nm, 1474, 

1500 nm, from 1670 to 1675 nm. However, bypassing the "data cube" through Net Analyte 

Signal, with a 90% reduction, the number of bands is reduced to 55 while sustaining a 100% 

of ice detection. These bands are from 706 to 822 nm. 

After combining the multicriteria classification and the Net Analyte Signal, 160 bands 

remained after a 70% reduction for 100% of ice detection. These bands are from 360 to 636 

nm, from 726 to 784 nm, 824 nm, 991 nm, 1020 nm, 1400 to 1500 nm, 1670 nm, and 1676 

nm. 

We can notice that the Net Analyte Signal makes the most considerable reduction, but 

this reduction is made at different stages, as shown in Table 10.  
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Table 10 : Summary of Net Analyte Signal Results 

Percentage of 

Reduction 
Number 

of Bands 
Ice 

Pd FAR 

95% 28 88.47% 11.53% 
90% 55 100.00% 0.00% 
80% 109 100.00% 0.00% 
70% 163 100.00% 0.00% 
60% 217 100.00% 0.00% 
50% 271 100.00% 0.00% 
40% 326 100.00% 0.00% 
30% 380 100.00% 0.00% 
20% 434 100.00% 0.00% 
10% 488 100.00% 0.00% 

 

Nevertheless, the multicriteria classification reduces the number of bands at once. 

Furthermore, the combined result provides a higher number of reduced bands, which can 

help prevent the loss of the rare elements that are not representative of the ice detection 

points. 

After all the results presented in this chapter, HSI presented an accurate and sensitive 

technology capable of quantifying, qualifying, and locating ice accretion on WTB by offering 

also its spectral signature (fingerprint). Also, this external problem can be detected by using 

only 55 bands instead of  542 bands, mainly in the bandwith ranging from 706 to 822 nm 

without any false alarm unlike the RGB image which presented an ability to detect it 

accompanied with a high false alarm rate. Thus, HSI is one step ahead of other icing detection 

technics which does not lead to faulty results due to sensitivity to temperarture, elevation or 

power generation drop.  
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GENERAL CONCLUSION 

All in all, as a result of climate change, governments are developing increasingly 

sophisticated and cost-effective techniques of capturing natural electricity resources, 

particularly wind. Wind energy has been utilized for decades to power tasks such as 

propelling cruising boats, processing grain, pumping water, and powering factory machines. 

It is also used in wind parks to produce electricity from wind energy. At the moment, the 

total capacity of all wind farms in the globe is 744 gigawatts, which is enough to meet 7% of 

the world's energy demand. 

Like other development sectors, wind turbines suffer some restrictions and constraints 

due to environmental and manufacturing factors that limit their potential despite their 

expansion. Wind turbine blades, one of the most significant and expensive components of 

wind turbines, are predicted to endure up to 20 years subjected to varying wind loads. After 

a long time of being exposed to lift and drag, the blade begins to wear, and fatigue promotes 

the material breakdown and causes blade cracks. Moreover, ice deposits, cracks, 

delamination, and erosion are all causes of blade difficulties. These flaws lower annual 

energy output by increasing turbine downtime. The majority of damage detection research is 

devoted to developing novel early damage detection systems to reduce maintenance time and 

costs. For that, frequent inspections are essential, particularly for rotor blades, which account 

for 20-30% of the entire cost of wind turbines. Therefore, non-destructive techniques are 

essential to improve wind turbines’ efficiency and availability and reduce wind energy costs. 

This report presents a thorough and systematic review of non-destructive blade 

inspection techniques. First, the material of the wind turbine blade and the common fault and 

defect in the blade's production and operation are investigated. Following that, the numerous 

non-destructive techniques for composite blade inspection (acoustic emission, infrared, fiber 

grating, ultrasonic, guided wave, thermal imaging, terahertz imaging, visual, tap, 
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electromagnetic, and vibration non-destructive techniques for composite blade inspection) 

were summarized and discussed. Indeed, the detection in these methods is based on global 

parameters (humidity, temperature, frequency, etc.), providing an overall picture of the state 

of the defect on the blades but not allowing for exact and localized quantification. 

Furthermore, the sensors used in these techniques do not qualify for the detection of frost 

formation. 

Moreover, after describing some conventional methods used for ice accretion detection 

on wind turbine blades, this thesis proposes the hyperspectral imaging (HSI) technique, 

which has been rapidly evolving and broadly applied in many non-destructive diagnostics. 

For that, this research concentrated on the use of hyperspectral imaging for the 

detection of wind turbine blade flaws and ice accretion. The technology has evolved over the 

years and is now widely utilized in non-destructive material analysis. Finally, this study 

describes the principles, developments, and uses of spectroscopic imagery technology in the 

non-destructive detection of wind turbine blade defects and ice formation. It also discusses 

the experimental setup, essential elements, and the related processing and analytical methods. 

This technique shows advantages compared with the other discussed methods in detecting 

the defects and their location and spotting icing at its early stages of accumulation regardless 

of its thickness and type. 

It was demonstrated, in this study, that hyperspectral imaging can build spatial maps 

that span an extensive range of spectral information by merging spectroscopy with 

conventional imaging, leading to a variety of applications in blade flaw identification. This 

study also indicates that spectroscopy imaging and remote on-field assessment can detect 

icing events with high resolution, precision, and discrimination. It is a non-invasive and 

reliable tool for identifying variations between iced and clean surfaces, thus granting 

powerful monitoring capacity, especially in the early detection of icing events. HSI remote 

monitoring of wind turbine blades for icing detection can be an effective tool. It could 

robustly and accurately measure and identify the ice at a thickness of 0.1 mm at its early 

formation stage. Thus, HSI is the upcoming ice detection module of wind turbine blades, 
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which can offer a lower inspection shutdown time and lower maintenance costs by supplying 

a simple routine inspection of the wind turbine blade. As for future applications, HSI can also 

serve for the non-destructive monitoring of wind turbine blades.  

In a future work, a monitoring of a real wind turbine farms using hyperspectral imager 

mounted on a drone must be conducted in order to validate the experimental results obtained 

in a laboratory study. Also, the study of the subsurface defects like delamination must be 

examined using hyperspectral imager with a higher bandwidth than those utilized in this 

study. 

To sum up, this report demonstrates hyperspectral imaging’s potential role in 

monitoring wind turbines’ safety and saving wind energy costs. We anticipate that this 

research will aid various energy industries. 
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APPENDIX I 

ALGORITHM USED  

According to the thesis presented by Eric Truslow in partial fulfillment of the 

requirements for the degree of Master of Science in Electrical Engineering in the 

Northeastern University in August 2012, the performance evaluation of the adaptive cosine 

estimator detector for hyperspectral imaging applications is studied, and the following 

algorithm and equations are determined and analyzed. 

 

The most common detectors used in HSI: 

The matched filter (MF) and the adaptive cosine estimator (ACE). Both detectors arise 

under the hypotheses: 

H0: x ∼ N (0, σ2Σb) 

H1: x ∼ N (as, σ2Σb) 

where a and σ are scalars, s is the target signature and Σb is the background covariance 

matrix.  

To use hypotheses, we have to assume that the input x has been de-meaned, and the 

target signature has been demeaned making s = st −µb. In this discussion here, the variable a 

is not to be confused with fill fraction α; a is a scaling like α, but a is not constrained between 

0 and 1, and it does not affect the covariance matrix under either hypothesis. 
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Derivation of the Matched Filter (MF) 

The matched filter is probably the most well-known and best understood detector. It is 

also the easiest to derive. The likelihood ratio is a ratio of conditional densities where one is 

zero-mean, and the other is not. 

𝐿(𝑥) =
𝑓(𝑥|𝐻1)

𝑓(𝑥|𝐻0)
 

where the conditional densities 𝑓(𝑥|𝐻1) and 𝑓(𝑥|𝐻0) are 

f(𝑥|𝐻0) =
1

(2π)p/2|Σ𝑏|1 2⁄ (𝜎2)𝑝 2⁄
exp (−

1

2𝜎2
𝑥𝑇 ∑ 𝑥

−1

𝑏
) 

f(𝑥|𝐻1) =
1

(2π)p/2|Σ𝑏|1 2⁄ (𝜎2)𝑝 2⁄
exp (−

1

2𝜎2
(𝑥 − 𝑎𝑠)𝑇 ∑ (𝑥 − 𝑎𝑠)

−1

𝑏
) 

 

We can apply a monotonic function to L(x) without not change the performance of the 

detector. Taking the logarithm (a monotonic function) of L(x) results in the log likelihood 

ratio, which we denote L` (x). Substituting the conditional densities into the likelihood ratio, 

the leading terms cancel, and the exponents combine, resulting in 

𝐿′ (x) = −
1

2𝜎2
(𝑥 − 𝑎𝑠)𝑇 ∑ (𝑥 − 𝑎𝑠)

−1

𝑏
+

1

2𝜎2
𝑥𝑇 ∑ 𝑥

−1

𝑏
 

Dropping leading constants, expanding, and canceling like terms, yields 

𝐿′(x) = 𝑠𝑇 ∑ 𝑥
−1

𝑏
− 𝑠𝑇 ∑ 𝑠

−1

𝑏
 

Applying the scaling 1 √𝑠𝑇 ∑ 𝑠−1
𝑏⁄  and dropping the right-most term, we obtain the MF 

𝑦𝑀𝐹 =
𝑠𝑇 ∑ 𝑥−1

𝑏  

√𝑠𝑇 ∑ 𝑠−1
𝑏
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This definition can be simplified by introducing the whitening transformation. 

Assuming that Σb is positive definite and has a square root matrix ∑  1 2⁄
𝑏  such that 

∑ = ∑  1 2⁄
𝑏 ∑  1 2⁄

𝑏   
𝑏  . The inverse of the square root matrix ∑  −1 2⁄

𝑏  is known as a whitening 

matrix or whitening transformation; multiplying x and s by this matrix yields the whitened 

vectors x̃ ands̃: 

s̃ = ∑  −1 2⁄
𝑏 𝑠  and 

 

x̃ = ∑  
−1 2⁄

𝑏
𝑥 

The input under each hypothesis after whitening becomes 

H0: x̃ ∼ N (0, I) 

H1: x̃ ∼ N (as̃, I) 

where I is a p dimensional identity matrix. This allows us to write the MF as 

𝑦𝑀𝐹 =
 �̃�𝑇�̃� 

√ �̃�𝑇�̃�
 

where the numerator is simply the dot product of the whitened input with the whitened 

target, and the denominator is the length of the whitened target vector. 

 

Statistics of the Matched Filter 

There are many different versions and ways to define the MF; in order of decreasing 

verbosity, we can define the MF as 

𝑦𝑀𝐹 =
𝑠𝑇 ∑ 𝑥−1

𝑏  

√𝑠𝑇 ∑ 𝑠−1
𝑏
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or in terms of the whitened vectors x̃ ands̃:as 

𝑦𝑀𝐹 =
 �̃�𝑇�̃� 

√ �̃�𝑇�̃�
 

or for brevity as  

𝑦𝑀𝐹 = ℎ𝑇 x̃ 

where ℎ =
�̃� 

√ �̃�𝑇�̃�
. In the last case, the vector h is known as the matched filter vector. 

We will generally use the brevity equation because it is extremely concise, and very 

general. Note that we can scale the MF arbitrarily but the definitions above are beneficial for 

this thesis because they facilitate the use of statistical relations, but others may choose a scale 

that is appropriate with no change in performance. As an example, we will use a different 

scaling to use the MF as a fill fraction estimator (FFE). We define the FFE as  

𝑦𝐹𝐹𝐸 =
1 

√ �̃�𝑇�̃�
𝑦𝑀𝐹 

where 𝑦𝐹𝐹𝐸  is an estimate of the fill fraction α. To obtain basic statistical results for the 

MF, we assume that we have subtracted µb from the data and set σ = 1, resulting in the 

hypotheses 

H0: 𝑥 ∼ N (0, ∑   
𝑏 ) 

H1: x ∼ N (as, ∑   
𝑏 ) 

The mean of the output of the matched filter defined in brevity equation is called the 

Voltage Signal to Noise Ratio (VSNR), and its square is the Signal to Noise Ratio (SNR), 

defined as 

VSNR = µ𝑀𝐹  

SNR = µ 𝑀𝐹
2  
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where µ𝑀𝐹  = 𝑎ℎ𝑇�̃� = 𝑎√ �̃�𝑇�̃�. Immediately we see that using the FFE, the mean of the 

output becomes the scaling of the target mean a. For the hypotheses H0 and H1 the distribution 

of the MF becomes  

H0: 𝑦𝑀𝐹 ∼ N (0, 1) 

H1: 𝑦𝑀𝐹 ∼ N (VSNR, 1) 

The separation between the means of the target-absent and target-present distributions 

in the output is controlled by the VSNR; a high VSNR results in very good performance, 

while a low VSNR results in bad performance. 

 

The Derivation of The Adaptive Cosine Estimator (ACE): 

The Adaptive Cosine Estimator (ACE) or Adaptive Coherence Estimator is a simple 

extension of the Matched Filter where we compute the Matched Filter value, and then 

normalize by the length of x̃. This statistic is simply the cosine of the angle between x̃ and s̃, 

which we designate θ. We see that ACE (yACE) is equal to cos(θ), and is defined as 

𝑦𝐴𝐶𝐸 =
 �̃�𝑇x̃ 

(√ �̃�𝑇�̃�)(√ �̃�𝑇�̃�)
 

In the literature, ACE usually refers to cosine-squared (cos(𝜃)2), but for simplicity we 

will use ACE to refer to cosine. The term “adaptive” in ACE generally refers to estimating 

the covariance matrix of the background ∑   
𝑏 . 

In deriving the MF, we assumed that the parameters a and σ were known, but if σ is 

unknown we may seek a generalize likelihood ratio test (GLRT) [30]. In this GLRT, we 

replace σ2with its maximum likelihood estimate σ̂2under each hypothesis. 

Returning to the likelihood ratio and canceling like terms we have 
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𝐿(x) = (
σ̂2

1

σ̂2
0

)

−𝑝 2⁄

exp {−
1

2�̂�2
1

(𝑥 − 𝑎𝑠)𝑇 ∑ (𝑥 − 𝑎𝑠) +
1

2�̂�2
0

𝑥𝑇 ∑ 𝑥
−1

 

−1

 
}  

The maximum likelihood estimate (MLE) of the variance for each hypothesis can be 

shown to be 

�̂�2
1 =  

1

𝑝
(𝑥 − 𝑎𝑠)𝑇 ∑ (𝑥 − 𝑎𝑠)

−1

 
 

�̂�2
0 =

1

𝑝
𝑥𝑇 ∑ 𝑥

−1

 
 

These estimates are obtained by differentiating f(x|H1) and f(x|H0) with respect to σ2, 

setting the derivative to 0, and solving for σ2. Substituting these estimates into L(x) equation 

and dropping the constant right-hand term, yields 

𝐿(x) = (
σ̂2

1

σ̂2
0

)

−𝑝 2⁄

 

and an equivalent statistic is 

𝐿′′(x) = (
σ̂2

0

σ̂2
1

)

 

 

Substituting σ̂2
1 and σ̂2

0we have 

𝐿′′(𝑥) =
(𝑥 − 𝑎𝑠)𝑇 ∑ (𝑥 − 𝑎𝑠)−1

 

𝑥𝑇 ∑ 𝑥−1
 

 

Distributing Σ−1 using its square root matrix Σ−1/2 we have 

𝐿′′(𝑥) =
(�̃� − 𝑎�̃�)𝑇(�̃� − 𝑎�̃�)

�̃�𝑇�̃�
 

At this point we assume that the scaling a is unknown and substitute the MLE �̂�. 

When a is unconstrained the MLE is 
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�̂� =
𝑥𝑇 ∑ 𝑠−1

 

𝑠𝑇 ∑ 𝑠−1
 

=
�̃�𝑇�̃�

�̃�𝑇�̃�
 

when we constrain a ≥ 0, the MLE becomes: �̂� = max [0,
�̃�𝑇�̃�

�̃�𝑇�̃�
]. Substituting the 

unconstrained estimate, 

𝐿′′(𝑥) =
(�̃� − �̃�

�̃�𝑇�̃�
�̃�𝑇�̃�

)
𝑇

(�̃� − �̃�
�̃�𝑇�̃�
�̃�𝑇�̃�

)

�̃�𝑇�̃�
 

The term resulting from �̂��̃� can be written using projection matrix notation as s̃
s̃Tx̃

s̃Ts̃
=Ps̃x̃ 

Factoring x̃ the numerator of 𝐿′′(𝑥), yields 

x̃T(I − Ps̃) (I − Ps̃)x̃ = x̃TPs̃
⊥x̃ 

Where Ps̃
⊥ is known as an orthogonal projection matrix. Finally, we have 

𝐿′′(𝑥) =
x̃TPs̃

⊥x̃

x̃Tx̃
= sin2(𝜃) 

where we are measuring the angle between s̃ and x̃. This is monotonically related to 

cosine squared 

cos2(𝜃) =
x̃TPs̃

 x̃

x̃Tx̃
  

which is the classic definition of ACE found in the literature. Since we assume α is 

nonnegative, we constrain the scaling a to be non-negative, so the log-likelihood function 

becomes 

𝐿′′(𝑥) = {
�̃�𝑇𝑃�̃�

 �̃�

�̃�𝑇�̃�
, 𝑓𝑜𝑟 �̂� ≥ 0

0, 𝑓𝑜𝑟 �̂� < 0
 

In this case, 𝐿′′(𝑥)  is a monotonic function of 
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𝐿′′(𝑥) = {
√

�̃�𝑇𝑃�̃�
 �̃�

�̃�𝑇�̃�
, 𝑓𝑜𝑟 �̂� ≥ 0

0, 𝑓𝑜𝑟 �̂� < 0

 

and when s is a single vector the first term becomes 

𝑦𝐴𝐶𝐸 = √
�̃�𝑇𝑃�̃�

 �̃�

�̃�𝑇�̃�
=

 �̃�𝑇x̃ 

(√ �̃�𝑇�̃�)(√ �̃�𝑇�̃�)
 

which is equivalent to the cosine between �̃� and �̃�, as expected. 

 

The Statistics of ACE  

As with the MF, there are many equivalent representations for ACE. The most 

important versions are the cosine, cotangent and the t-detector, which we define only in terms 

of the whitened and de-meaned vectors �̃� and �̃� as 

𝑦𝐴𝐶𝐸 =
 �̃�𝑇x̃ 

(√ �̃�𝑇�̃�)(√ �̃�𝑇�̃�)
 

𝑦𝑐𝑜𝑡 =
 �̃�𝑇𝑃�̃�x̃ 

(√ �̃�𝑇𝑃�̃�
⊥�̃�) (√ �̃�𝑇�̃�)

 

𝑦𝑡 = √𝑝 − 1
 �̃�𝑇𝑃�̃�x̃ 

(√ �̃�𝑇𝑃�̃�
⊥�̃�) (√ �̃�𝑇�̃�)

 

We note that these three detectors are monotonically related; in particular, the cosine 

and cotangent are both ratios of sides from the same triangle. It can be shown that the cosine 

is related monotonically to the cotangent by 
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𝑦𝐴𝐶𝐸 =
𝑦𝑐𝑜𝑡 

√1 + 𝑦𝑐𝑜𝑡
2
 

meaning they are equivalent detection statistics. 

Interestingly, the t-detector has this name because it follows a t-distribution under 

certain circumstances. Although, these three detectors are equivalent, only the t-detector 

follows a well-known distribution; so, we will use this version when discussing statistical 

distributions. The distributions of the t-detector for the two hypotheses are:  

H0: 𝑦𝑡 ∼ 𝑡𝑝−1(0, 1) 

H1:  𝑦𝑡 ∼ 𝑡𝑝−1(VSNR, 1) 

Under both hypotheses, the detector follows a univariate t-distribution. We note that 

this distribution only occurs when the detector is designed with the exact covariance matrix 

of the input x. When the design covariance matrix is different from the input covariance 

matrix, we say there is covariance mismatch.  

 

Net Analyte Signal 

According to Lorber (1986), the concept of Net analyte signal is introduced and used 

to find the part of the signal that belongs to the orthogonal plane of all materials other than 

the target. By this, we choose the most representative bands of the target. These bands will 

be used as input to the detection algorithm (HyperACE) in order to detect the targets instead 

of detecting the complete signal spectrum.  

The chosen bands are calculated as follows: 

𝑛𝑗 = (𝐼 −  𝑆−𝑗(𝑆−𝑗
𝑇 𝑆−𝑗)

−1
𝑆−𝑗

𝑇 )𝑠𝑗 

where sj is the target spectrum, S-j is a matrix of background analyte spectra and nj is 

the portion of sj that is orthogonal to S-j. 
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Mutual Information 

The mutual information (MI) is also a measure widely used in evaluating the similarity 

of two images. This measure relies on the probabilistic relation and the distribution of 

intensities in the images used. MI is highly robust to changes in illumination, even to non-

linear ones. The mathematical expression of the MI between 𝐴 and 𝐵, of size 𝑚 x 𝑛, is defined 

in: 

𝑀𝐼(𝐴, 𝐵) = ∑ ∑ 𝑝𝐴𝐵

𝑚

𝑗=1

𝑛

𝑖=1

(𝑎𝑖, 𝑏𝑗)𝑙𝑜𝑔2

𝑝𝐴𝐵(𝑎𝑖, 𝑏𝑗)

𝑝𝐴(𝑎𝑖)𝑝𝐵(𝑏𝑗)
 

Where pA(𝑎𝑖) is the probability that a pixel in 𝐴 has a gray-level 𝑎𝑖, 𝑝𝐵(𝑏𝑗) is the 

probability that a pixel in 𝐵 has a gray-level 𝑏𝑗, and 𝑝𝐴𝐵(𝑎𝑖, 𝑏𝑗) is the probability that a pixel 

in 𝐴 has a gray-level 𝑎𝑖 and the same pixel in 𝐵 has a gray-level 𝑏𝑗. The probability 

distributions are determined using the normalized histograms of the images. In the histogram 

of an image, each possible gray-scale value has its corresponding number of occurrences in 

the image. Normalizing the histogram by the total number of pixels determines the 

probability distribution of the gray-scale pixel values of an image. The higher the value of 

the MI, the higher the similarity between two images. The MI describes the stochastic 

association between the two images and evaluates image similarity from the probabilistic 

aspect. 
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APPENDIX II 

HYPERSPECTRAL IMAGING APPLIED FOR THE DETECTION OF WIND 

TURBINE BLADE DAMAGE AND ICING 

Publié dans Remote Sensing Applications: Society and Environment - ELSEVIER 

Volume 18, April 2020 

Citation: 

P. Rizk, N. Al Saleh, R. Younes, A. Ilinca, and J. Khoder, "Hyperspectral imaging 

applied for the detection of wind turbine blade damage and icing," Remote Sensing 

Applications: Society and Environment, vol. 18, p. 100291, 2020/04/01/ 2020, doi: 

https://doi.org/10.1016/j.rsase.2020.100291 

Résumé: 

L`objectif principal de cet article est d`étudier le potentiel de l`imagerie hyperspectrale 

dans la détection des défauts auxquels la pale est soumise. Tout d’abord, il présente les 

différents types de défauts des pales. Puis, après avoir exposé certaines des méthodes 

traditionnelles utilisées pour la surveillance des pales d'éoliennes, cet article propose une 

technique d'imagerie hyperspectrale (HSI) à travers une expérience sur une fibre de verre 

composite polymère imitant la pale d`éolienne. Cette technologie s'est révélée très 

prometteuse pour la détection de défauts, quels qu'ils soient, en surface, sous la surface ou 

même en cas de givrage. Cette technologie d'inspection à distance sur le terrain offre une 

grande précision dans un temps d'inspection court. Elle peut être un outil puissant pour 

surveiller à distance les pales d'éoliennes de tous types de dommages. Elle permet de détecter 

la glace à différentes épaisseurs d`une manière robuste et fiable. Elle a le potentiel de 

quantifier et de localiser les défauts de surface et de subsurface à un stade précoce de leur 

formation. Ainsi, la HSI est la méthode d'inspection imminente des pales d'éoliennes qui 

permettra de réduire la période d'arrêt pour l'inspection, les coûts de maintenance et la 

https://doi.org/10.1016/j.rsase.2020.100291
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fréquence des pannes soudaines en fournissant une inspection régulière facile des pales 

d'éoliennes [181]. 
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APPENDIX III 

WIND TURBINE BLADE DEFECT DETECTION USING 

HYPERSPECTRAL IMAGING 

Publié dans Remote Sensing Applications: Society and Environment - ELSEVIER 

Volume 22, April 2021 

Citation: 

P. Rizk, R. Younes, A. Ilinca, and J. Khoder, "Wind turbine blade defect detection using 

hyperspectral imaging," Remote Sensing Applications: Society and Environment, vol. 22, p. 

100522, 2021/04/01/ 2021, doi: https://doi.org/10.1016/j.rsase.2021.100522. 

Résumé: 

Cet article présente les concepts, les avancées et les applications de la technologie 

d'imagerie spectroscopique dans la détection non destructive des défauts des pales 

d'éoliennes. Il décrit la mise en œuvre de l'imagerie hyperspectrale dans l'acquisition, le 

traitement et la reconnaissance des défauts ainsi que la détection des fissures et de l'érosion. 

Il aborde également le dispositif expérimental, les éléments essentiels, ainsi que les méthodes 

de traitement et d'analyse associées. Cette technique présente des avantages par rapport aux 

autres méthodes discutées. L'article démontre le rôle potentiel de l'imagerie hyperspectrale 

dans le contrôle de la sécurité des éoliennes et la réduction des coûts de l'énergie éolienne. 

Les résultats de cette technique sur le terrain montrent que l'exactitude et la précision de la 

détection des défauts des pales sont considérablement améliorées [269]. 

https://doi.org/10.1016/j.rsase.2021.100522
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APPENDIX IV 

WIND TURBINE ICE DETECTION USING HYPERSPECTRAL 

IMAGING 

Publié dans Remote Sensing Applications: Society and Environment – ELSEVIER 

Volume 26, April 2022 

Citation: 

P. Rizk, R. Younes, A. Ilinca, and J. Khoder, "Wind turbine ice detection using 

hyperspectral imaging," Remote Sensing Applications: Society and Environment, vol. 26, p. 

100711, 2022/04/01/ 2022, doi: https://doi.org/10.1016/j.rsase.2022.100711. 

 

Résumé: 

Cet article offre un aperçu des technologies de détection du givrage et explore les 

applications de l'imagerie par spectroscopie pour la détection de l'accrétion de givre dans les 

parcs éoliens. Cette étude décrit l'application de la technique d'imagerie hyperspectrale (HSI) 

dans la télédétection du givrage incident sur une pale d'éolienne. Cet article décrit l'approche 

expérimentale menée sur un échantillon de pale avec une partie couverte de glace. Le modèle 

de givrage, sur lequel cette méthode de détection est basée, est conçu, simulé et confirmé 

pour acquérir une meilleure connaissance du givrage de la pale. Cette technologie a démontré 

un grand potentiel pour repérer le givrage aux premiers stades de son accumulation, quels 

que soient son épaisseur et son type. Les résultats expérimentaux de cette technique révèlent 

que l'exactitude et la précision de la détection du givrage des pales sont considérablement 

améliorées.  Cette étude indique que l'imagerie spectroscopique et l'évaluation à distance sur 

le terrain peuvent détecter les événements de givrage avec une résolution, une précision et 

une discrimination élevées. Il s'agit d'un outil non invasif et fiable pour identifier les 

variations entre les surfaces givrées et les surfaces propres, ce qui confère une puissante 

https://doi.org/10.1016/j.rsase.2022.100711
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capacité de surveillance, notamment pour la détection précoce des événements de givrage. 

La surveillance à distance par HSI des pales d'éoliennes pour la détection du givrage peut 

être un outil utile [271]. 
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